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We provide necessary and sufficient conditions for states to have an arbitrarily small
uncertainty product of the azimuthal angle φ and its canonical moment Lz. We illustrate
our results with analytical examples.

Subject Index: 064

§1. Introduction

The Newtonian determinism states that the present state of the universe de-
termines its future precisely. At the beginning of the past century the advent of
quantum mechanics exposed the determinism to great delusion. It turned out that
in the quantum world the uncertainty prevails. Heisenberg was the first to recognize
the antagonism between classical and quantum mechanics.1) He noticed that for the
position and its conjugate momentum the more concentrated the distribution of the
position, the more uniform is the distribution of the momentum and vice-versa. The
Heisenberg relation states that it is impossible to predict, with arbitrary certainty,
the outcomes of measurements of two canonically conjugate observables.

The uncertainty relation was subsequently generalized by Robertson.2) The
variance of an observable A for a given state ψ is

σ2
A = ⟨Aψ, Aψ⟩ − |⟨ψ, Aψ⟩|2 ,

and the Heisenberg-Robertson (HR) uncertainty relation, in its most well known
form, reads:

σAσB ≥ !
2
|⟨ψ, i[A, B]ψ⟩| , (1.1)

where [A, B] is the commutator of observables A and B.
The uncertainty principle has been one of the most intricate points in quantum

mechanics.3),4) Besides its philosophical meaning it plays a major role in experimen-
tal physics of atomic scale as, for example, in the Bose-Einstein condensation,5) and
electrons jump at random from one energy state which they could never reach except
by fluctuations in their energy. Another manifestation of the uncertainty principle
in the energy spectrum can be seen in the spectral linewidth that characterizes the
width of a spectral line.6),7)
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An old problem concerning the uncertainty principle (and whether the uncer-
tainty relation (1.1) expresses it adequately) appears if the quantum system is de-
scribed in terms of angle variables.8),9) When the Cartesian coordinates (x, y, z) are
changed to spherical ones (r, θ,φ), Eq. (1.1) no longer provides a lower bound for the
product of uncertainty of the azimuthal angle operator φ and its canonical conjugate
momentum Lz.∗),8),10) The intuitive idea is that fluctuations on φ bigger than 2π
do not have much physical meaning. Hence, for a wave sufficiently localized in the
Fourier space the amount σLz becomes very small, while σφ remains bounded. As a
result one may have a lower bound smaller than the one of Eq. (1.1). Recently this
problem has attracted a great deal of attention.11)–15)

The HR uncertainty relation for the angle and position has been criticized on
several grounds and other mathematical formulations of the uncertainty principle
have been proposed (see 11),13) and 16) for a contextualization). Examples of such
attempts include the entropic relations for the observables;17)–20) the introduction
of a unitary operator for phase φ;21),22) evaluation of the commutator for functions
that just belong to the domains of the angle and angular momentum operators;23),24)

the exchange of the angle with an absolutely continuous periodic function;25) and
expressing the lower bound as state dependent.16),26)

Despite of these alternatives, expressing the uncertainty principle for angular
operators by lower-bounding the product of the standard deviations is widely used.
In particular, experimental confirmation of the uncertainty principle for the angu-
lar momentum and position has been carried out for intelligent states (states that
saturates the uncertainty relation for φ and Lz observables).14) Also recently, the
relation between these intelligent states and the constrained minimum uncertainty
product for the angular operator has shown to be important.15)

Motivated by the state-dependence of standard measures of uncertainty and
the fact that some state features may be prepared or detected experimentally we
investigate the class of states that allows for an arbitrarily small uncertainty product.

In this paper, we provide necessary and sufficient conditions on these families
that allow for an arbitrarily small uncertainty product. We demonstrate that arbi-
trarily small uncertainty product is attained if, and only if, a single nonvanishing
Fourier coefficient Ck(α) decays, as a function of α, slower than the others Cn(α)
with n ̸= k. Furthermore, we provide explicit examples of our result. Our main con-
tribution to this subject is to translate this intuitive reasoning on the uncertainty
product into a rigorous statement.

This paper is organized as follows: In §2 we discuss some problems associated
with the HR relation. Our hypotheses on the states are given in §3. Our main
result concerning the states which allow for an arbitrarily small uncertainty product
is given in §4. In §5 we deduce the equations for σφ and σLz . We provide examples
of our result in §6 for the exponential decay and in §7 for the polynomial decay of
the Fourier coefficients of the states. Section 8 contains a proof of our main result.

∗) The eigenfunctions in spherical coordinates ψ are chosen to be regular at the origin, so that
⟨g(φ),ψ⟩ =

R
g(φ)|ψ(r, θφ)|2dV =

R 2π

0
g(φ)ρ(φ)dφ is well defined for all square integrable states

ψ =
P

cn,l,mψn,l,m(r, θ,φ) and any continuous function g. From now on we shall restrict ourselves
to the marginal distribution ρ(φ).
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Finally, in §9 we give our conclusions.

§2. Pitfalls and apparent paradox

Let us start by introducing the operators φ and its canonical conjugate Lz. The
phase is introduced as the angular displacement of the vector position:

φ = tan−1
(y

x

)
.

The angle operator is usually defined as a multiplication operator either by the
variable φ or by

Y (φ) = (φ− π)mod 2π + π .

See for example Ref. 26). When φ is defined on the lift, that is, without the mod 2π,
it is continuous but no longer periodic. Since φ and φ+ 2π correspond to the same
physical situation, the mod 2π operation in the range [−π,π] is preferred. Here,
we adopt φ as a multiplication operator by φ acting on the space of 2π-periodic
functions which is square integrable in the interval [−π,π]. For values in this range
φ and Y (φ) do not differ from each other.

The canonical momentum associated with φ is given by

Lz = −i!
(

x
∂

∂y
− y

∂

∂x

)
= −i! ∂

∂φ
. (2.1)

Under the (false) assumption that the commutation relation

[φ, Lz] = i! (2.2)

holds on the domain in which Lz and φ are self-adjoint operators, the HR uncertainty
relation reads

σφσLz ≥ !
2
. (2.3)

The product of uncertainty, however, can be made smaller than !/2.14)–16)

Another apparent paradox that appears by näıve assumptions on the domain of
the operators involved is as follows. Let |lm⟩ denote the spherical harmonic functions.
From Eq. (2.2), we have

〈
lm′∣∣ [φ, Lz] |lm⟩ = i!

〈
lm′|lm

〉
, (2.4)

and this leads to the (wrong) conclusion

!(m − m′)
〈
lm′∣∣φ |lm⟩ = i!δmm′ ,

that 0 = 1 if m = m′. See Examples 5 and 6 of Ref. 24).
Since the operator φ multiplies the wave function by a bounded real number, it

is Hermitian: ⟨ψ1,φψ2⟩ = ⟨φψ1,ψ2⟩, and self-adjoint operator in the Hilbert space
H of square integrable functions in [−π,π]. The operator Lz, on the other hand, is
defined in a closed domain D(Lz) of H. It may be extended as a self-adjoint operator
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to the subset of 2π-periodic absolutely continuous functions AC[−π,π].27) Now, the
domain D([φ, Lz]) of the commutator [φ, Lz] is given by the functions ψ ∈ AC[−π,π]
such that ψ(−π) = ψ(π) = 0. As the eigenfunctions ψm(φ) = eimφ/

√
2π of Lz do

not belong to D([φ, Lz]), the commutator cannot acts over |lm⟩ and Eq. (2.4) does
not make sense. The apparent contradiction of (2.3) rests on the same problem:
the domain D([φ, Lz]) of functions on the r.h.s. of (1.1) is smaller than the domain
D(Lz) ∩ D(φ) of the l.h.s. of (1.1) (see 24) for a detailed discussion).

An attempt to fix the domain problem in the uncertainty relation (2.3) is to
abandon the commutator and introduce a sesquilinear form16),24) defined in D(Lz)∩
D(φ). The uncertainty relation then reads

σφσLz ≥ |i ⟨φψ, Lzψ⟩ − i ⟨Lzψ,φψ⟩|

=
!
2

∣∣∣1 − 2π |ψ(π)|2
∣∣∣ (2.5)

which is now state-dependent (see 11), 23) and 24), for details). Note that (2.5)
and (2.3) agree if ψ ∈ D([φ, Lz]), since a state ψ in the domain of the commutator
satisfies ψ(π) = 0.

§3. Set up

The ground of our result is the Fourier expansions of fα(φ) =
∑∞

n=−∞ cn(α)einφ,
where cn(α) are the Fourier coefficients (frequency amplitudes) of fα(φ). Here we
shall write cn(α) = AαCn(α), hence, the Fourier expansions read

fα(φ) = Aα

∞∑

n=−∞
Cn(α)einφ, (3.1)

where Cn(α) are unnormalized with Aα fixed by the normalization:

⟨fα(φ), fα(φ)⟩ = 2π|Aα|2
∞∑

n=−∞
|Cn(α)|2 = 1. (3.2)

In view of the factor Aα, Cn(α) can be an arbitrary function of α independently
for each n, we consider Cn : R+ → C. We have introduced the dependence of α
on {Cn(α)} in order to let the state fα approach an arbitrary state. For notational
simplicity, whenever we do not specify the sum we understand the index running
from −∞ to ∞. Also, whenever there is no risk of confusion, we shall omit the index
α of the Fourier coefficients Cn and normalization constant |A|2.
Admissible Family: Let F be a one parameter family of periodic functions fα with
(i) nontrivial variance, that is, σ2

φ ≥ infα σ2
φ = κ > 0; and Fourier coefficients such

that: (ii) {nCn(α)} ∈ ℓ2 uniformly in α, that is, for every ϵ > 0 there is N = N(ϵ),
independent of α, such that

∑m
n=j n2|Cn(α)|2 < ϵ for all m > j > N(ϵ); A family F

is said to be admissible if it satisfies (i) and (ii).
Condition (i) avoids a state fα to be in a neighborhood of the Dirac delta function

δ(φ). For such states |fα(π)| is small, so the bound given by Eq. (2.5) already prevents



Minimum Uncertainty Product of φ and Lz 1141

the uncertainty product to be close to 0. Condition (ii) on uniformity is of technical
nature and guarantees that the limit of a sum equals to sum of the limits of a given
sequence. It will be used in Eq. (8.3).

The one-parameter families under consideration fill densely the space of all ad-
missible states (the ones for which σφ and σLz are well defined). For an admissible
family the Fourier series converges absolutely and uniformly to the state. This follows
from:
Proposition 1 The Fourier series of a continuous function f(φ) of period 2π, whose
derivative (which may not exist everywhere) is square integrable, converges absolutely
and uniformly to f(φ).

For a proof see Ref. 28). An important concept throughout this works is the
Dominance Condition: An admissible family F satisfies the dominance condition
if given ε > 0 there is only one k such that Ck(α) ̸= 0 and

Cn(α∗)
Ck(α∗)

< ε (3.3)

holds (simultaneously) for every n ̸= k and for some α∗.
Note that we do not require the limit of |Cn(α)| and |Cn(α)|/|Ck(α)| as α goes

to infinity to exist. Condition (3.3), implies that lim infα→∞ |Cn(α)|/|Ck(α)| = 0,
that is, there is at least one subsequence (αj)j≥1 such that

lim
j→∞

|Cn(αj)|
|Ck(αj)|

= 0 (3.4)

for all n ̸= k. In particular, there is an increasing sequence (αk)k≥1 such that
|Cn(αj)| < |Cn(αk)| if j > k.

§4. Theorem on arbitrarily small uncertainty product

Here we state our main results. We start by introducing the following:
Definition 1 Let the standard deviations σφ(α) and σLz(α) associated with a state
fα ∈ F be given by Eqs. (5.1) and (5.3), respectively. An admissible family F is
said to allow an arbitrarily small uncertainty product if for every ε > 0 there is an
α∗ ∈ (0,∞) such that

σφ(α∗)σLz(α
∗) < ε.

Our main result is then stated as follows:
Theorem 1 An admissible family F allows an arbitrarily small uncertainty product
if, and only if, it satisfies the dominance condition.

From this theorem it follows:
Corollary 1 Any state fα(φ) ∈ F whose Fourier coefficients are sufficiently localized
in the Fourier space has uncertainty product smaller than the least value predicted
by the HR relation (2.3).

It is worthy to note that our result does not depend on the decay of the coeffi-
cients, but only on the relative decay with respect to Ck as stated in Eq. (3.3). We
illustrate our result for two different decays. The proof of Theorem 1 is given in §8.
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Since the Fourier series is absolutely and uniformly convergent for any state of a
given admissible family, Eq. (3.3) could also be formulated in terms of the states. Our
preference to enunciate the criterion in terms of the Fourier series is twofold: Firstly,
we shall give several examples with states characterized in terms of the Fourier series.
Secondly, it is easier to visualize what is happening, when results are formulated in
terms of the Fourier series.

§5. Uncertainty relations

In this section we give a formal derivation of the general formulas for the devi-
ations σφ and σLz , assuming that Eq. (3.1) holds. The deviation on the variable φ
is given by

σ2
φ =

〈
φ2
〉
− |⟨φ⟩|2 , (5.1)

and we start with the first term on the right-hand side (r.h.s):

⟨φ2⟩ =
π2

3
+ 4π|A|2ξ,

where

ξ =
∑

m ̸=n

C∗
mCn

(−1)(n−m)

(n − m)2
.

For the second term on the r.h.s. of (5.1), we have

⟨φ⟩ = 2π|A|2
∑

m ̸=n

C∗
mCn

1
i

(−1)n−m

n − m
.

Therefore the deviation is given by

σ2
φ =

π2

3
+ 4π|A|2ξ −

∣∣∣∣∣∣
2π|A|2

∑

m ̸=n

C∗
mCn

(−1)n−m

n − m

∣∣∣∣∣∣

2

. (5.2)

Next, we compute:
σ2

Lz
= ⟨L2

z⟩ − |⟨Lz⟩|2 . (5.3)

Using condition (ii) we have ⟨L2
z⟩ = ⟨Lzf, Lzf⟩ = 2π|A|2!2∑

n |Cn|2n2. For the
amount ⟨Lz⟩ = ⟨f, Lzf⟩ we have analogously |⟨f, Lzf⟩|2 = 4π2|A|4!2

(∑
n |Cn|2n

)2
.

Thus, the deviation in Lz is given by

σ2
Lz

= 2π!2|A|2
∑

n

|Cn|2n2 − 4π2!2|A|4
(
∑

n

|Cn|2n
)2

. (5.4)

§6. Fourier coefficients with exponential decay

We restrict our attention to the case in which the frequency amplitudes Cn decay
exponentially fast in |n|:

Cn = e−α|n|.
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This and the next example capture most of the important features we wish to
emphasize. Note that, Cn is a real even function of n: Cn = C−n and C∗

n = Cn.
The sequence {Cn(α)} satisfies hypothesis (ii) but fα(φ) approaches the Dirac delta
function δ(φ) when α tends to 0.

The sequence {Cn(α)} satisfies, in addition, the dominance condition Eq. (3.3)
with k = 0. As we shall see, the uncertainty product can be arbitrarily small despite
of the noncompliance of (i).

From the properties of Cn it follows that ⟨φ⟩ = 0. Note that the 1/(m − n)
is odd, while the C∗

mCn(−1)n−m is even. As a result the product is odd, and a
symmetric sum over an odd function is zero. Therefore, we have

σ2
φ =

π2

3
+ 2

e2α − 1
e2α + 1

ξ(α), (6.1)

where
ξ(α) =

∑

m ̸=n

e−α|n|e−α|m| (−1)n−m

(n − m)2
.

An explicit computation shows that σ2
φ =

π2

3
(1 + O(e−α)) holds for large α (see

A). It thus follows that limα→∞ σ2
φ = π2

3 , is an upper bound for σ2
φ. Note that

σ2
φ = π2/3 is the deviation of a uniform state ψ(φ) = 1/

√
2π, φ ∈ [−π,π]. In A,

it is proved that, for α small enough it holds σ2
φ = α2 + O(α3), hence, it yields

limα→0 σ2
φ = 0.

For the deviation σLz (since Cn is even it implies ⟨Lz⟩ = 0) we have σ2
Lz

=
2!2 e2α

(e2α−1)2 . Hence, for α → 0 we obtain σ2
Lz

= ~2

2α2 (1 + O(α)) , and as α → ∞, we
have σ2

Lz
= 2!2 1

e2α

(
1 + O(e−2α)

)
. Thus, for α small enough the uncertainty product

reads
σ2

φσ
2
Lz

=
!2

2
(1 + O(α)),

asserts that the square of the uncertainty product reaches twice the smallest pre-
dicted values by the HR relation (recall fα(φ) approaches δ(φ) in this limit and it is
not affected by the boundary condition at π). For α large enough we have

σ2
φσ

2
Lz

=
2π2!2

3
1

e2α
(1 + O(e−α)),

implying that the uncertainty product goes to zero exponentially fast with α.
In Fig. 1 we depict the uncertainty product σφσLz/! as a function of α. One

can see that the bound given by Eq. (2.3) holds only for α < 1.29639 (see the dashed
line).

For this case, we can obtain an explicit analytic form for the state

fα(φ) =
√

2π
tanhα

(
1 − 2(eα cosφ− 1)

2eα cosφ− e2α − 1

)
.

The computation of the uncertainty product via Fourier analysis or via a probability
density ∥fα(φ)∥2 gives the same results for admissible families.
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Fig. 1. The profile of σ2
φσ

2
Lz

for a exponential decaying Fourier coefficients.

§7. Polynomial decay of fourier coefficients

The fact that the Fourier coefficients with exponential decay have an arbitrarily
small lower bound is not a privilege of this particular decay. Any other decay which
fulfills the hypotheses will also do so.

In our next example we want to illustrate that if the hypothesis of a unique
Ck in Eq. (3.3) is not fulfilled, the uncertainty product is bounded from below as
predicted by the HR uncertainty relation (2.3). We consider a symmetric family of
Fourier coefficients but we set C0 to zero. As a consequence, there are two coefficients
with the same decay as a function of α, and the dominance condition is no longer
fulfilled by the family. So, according to Theorem 1, the uncertainty product cannot
be made arbitrarily small.

In the following, we shall consider

Cn = |n|−α , n ̸= 0

and C0 = 0. If α≫ 1 and n ̸= 0 the polynomial decay gives an upper bound for the
exponential decay. Note that in such limit |n|−α > α−|n|.

In this case, the normalization constant is given by

|A|2 =
1

2π
∑

n |n|−2α
.
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Fig. 2. The profile of σ2
φσ

2
Lz

for polynomial (solid line) and exponential (short dashed line) decaying
Fourier coefficients. Dashed line is the least prediction of the HR uncertainty relation.

The deviations now take the form

σ2
φ =

π2

3
+

1∑
n≥1 n−2α

∑

m ̸=n

|n|−α|m|−α (−1)(n−m)

(n − m)2
,

σ2
Lz

=
!2

∑
n≥1 n−2α

∑

n≥1

n−2(α−1).

In order to have σLz finite α must be bigger than 3/2 , which guarantees that
|A|2 is larger than 0. In the limit α → 3/2 the deviation σLz diverges, while σφ

remains finite. The opposite situation yields:

lim
α→∞

σ2
φσ

2
Lz

=
(
π2

3
+

1
2

)
!2 ≈ 3.78986!2 (7.1)

an uncertainty product larger than the least predicted value given by Eq. (2.3).
Similar results hold for the exponential decay if we set C0 = 0. The profile of

the uncertainty product for polynomial (solid line) and exponential (short dashed
line) decays, as a function of α, are shown in Fig. 2.

§8. Proof of the main results

For convenience, and pedagogic purposes, we consider the case of symmetric
Fourier coefficients |Cn(α)| = |C−n(α)|. Theorem 1 states that the uncertainty
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product is arbitrarily small if, and only if, there is only one coefficient Ck(α) such
that the rate Cn(α)/Ck(α) converges to zero as α grows (dominance condition). For
the symmetric case this coefficient must be

C0(α) =
1

2πAα

∫ π

−π
fα(φ)dφ

which is proportional to the spacial average of fα. C0(α) is the only possibility
because otherwise it would always exist at least two terms which, as a function of
α, decay slower than the other coefficients. Thus, if a family of Fourier coefficient is
symmetric and the spacial average of the wave function is zero, our result implies,
in particular, that it is impossible to make σφσLz as small as one wishes.

We start by showing that if the assumptions in Theorem 1 are fulfilled then
σφσLz can be made arbitrarily small. The uncertainty of angular momentum is
given by

σ2
Lz

= 2π!2|A|2
∑

n

|Cn(α)|2n2 . (8.1)

Given ε > 0, we show that

2π3!2|A|2
∑

n

|Cn(α)|2n2 < ε (8.2)

holds for some α = α(ε). Introducing |dn(α)|2 = |Cn(α)|2/|C0(α)|2, Eq. (8.2) is
equivalent to

π2!2

∑
n |dn(α)|2

∑

n

|dn(α)|2n2 < ε.

But since limj→∞ |dn(αj)| = 0, for all n ̸= 0, and the series
∑

n |dn(α)|2n2 is uni-
formly convergent, by (3.4) and condition (ii), respectively, we have

lim
j→∞

∑

n

|dn(αj)|2n2 =
∑

n

lim
j→∞

|dn(αj)|2n2 = 0. (8.3)

Note that
∑

n |dn(α)|2 ≥ 1. Thus, by condition (3.3), for any ε > 0 there is a α∗

such that
π2!2

∑
n |dn(α∗)|2

∑

n

|dn(α∗)|2n2 < ε/π2.

It follows that σ2
φ =

∫ π
−π φ

2|fα(φ)|2dφ ≤ π2
∫ π
−π |fα(φ)|2dφ. This implies σ2

φ ≤ π2.
Hence, from (8.1) and (8.2) we have

σ2
φσ

2
Lz

< ε,

and we finish the first part of the proof.
Next, we show the opposite implication. We want to show that outside our

hypothesis there exists ε > 0 such that for all α ∈ (0,∞)

σ2
φσ

2
Lz

> ε!2
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and the uncertainty product cannot be made arbitrarily small.
Let k ̸= 0 be the smallest integer such that Eq. (3.3) holds, and introduce

dn(α) = Cn(α)/|Ck(α)|. Here, for sake of simplicity, we assume that k is unique, in
the sense that only |d−k| and |dk| are different from zero as α→ ∞.

By (i) we have σ2
φ > κ. Thus it suffices to demonstrate that σ2

Lz
is bounded

away from zero. To this end, we write

σ2
Lz

=
!2

∑
n |dn(α)|2

∑

n

|dn(α)|2n2.

We split the sum in the numerator and denominator as
∑

n

|dn|2 = 2 +
∑

|n|̸=k

|dn|2

and note that, by condition (ii), there is K < ∞ independent of α such that∑
|n|̸=k |dn|2 ≤ 2K. Hence,

σ2
Lz

≥ !2

1 + K

⎛

⎝k2 +
∑

n ̸=k

|dn|2n2

⎞

⎠ ≥ !2

1 + K

in view of
∑

n ̸=k |dn|2n2 ≥ 0 and k ≥ 1. The uncertainty product can be bounded
from below by

σ2
φσ

2
Lz

> κ
!2

1 + K
.

Since K does not depend on α and κ > 0 is fixed, we can take ε > 0 so that
κ/(1 + K) > ε, concluding

σ2
φσ

2
Lz

> ε!2 .

Our result also holds for asymmetric Fourier coefficients. We do not consider
it here since the arguments are the same as for the symmetric case with further
technicalities.

§9. Conclusions

In conclusion, we have analyzed the uncertainty product for the azimuthal angle
φ and its canonical conjugate moment Lz. We have provided necessary and suffi-
cient conditions for a state to have an arbitrary small uncertainty product. These
conditions are related to the existence of a Fourier coefficient of fα which decays
slower than the others Fourier modes. More precisely, a state allows for an arbitrary
small uncertainty product if, and only if, there is only one coefficient Ck(α), such
that |Cn(α)|/|Ck(α)| = 0 for some α (the dominance condition).

Our results concern the behavior of the uncertainty product for large α, that
is, when the uncertainty product becomes arbitrarily small. It would be interesting
to analyze for certain parametrized families the whole profile of the uncertainty
product, either by means of the Fourier analysis, as we have done, or by an explicit
probability density.
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Appendix A
Estimation of σ2

φ for α≪ 1

Proceeding the variable change k = n − m in ξ(α) we have

ξ(α) =
∑

k ̸=0

(−1)k

k2

∑

n

e−α|n|e−α|n−k|.

This can also be written as

ξ(α) = 2
∑

k≥1

(−1)k

k2

⎡

⎣
(
∑

n>0

e−2αn + k

)
e−αk +

∑

n≥k

e−2αneαk

⎤

⎦ ,

noting that
∑

n≥k e−2αn = e2αe−2αk/(e2α − 1), then

ξ(α) = 2
∑

k≥1

(−1)k

k2

(
e2α + 1
e2α − 1

+ k

)
e−αk.

Thus, the deviation takes the form:

σ2
φ =

π2

3
+ 4

∑

k≥1

(−1)k

k2
e−αk + 4

e2α − 1
e2α + 1

∑

k≥1

(−1)k

k
e−αk . (A.1)

Let us note that
∑

k≥1

(−1)k

k
e−αk = − ln

(
1 + e−α

)
(A.2)

since the series converges absolutely for α > 0 and the sum can be performed before
the integral. Also the second term in Eq. (A.1) can be written in a closed form by
using the dilogarithm function Li2(z) =

∑
k>0 zk/k2. Hence, the deviation can be

written as
σ2

φ =
π2

3
+ 4Li2(−e−α) + g(α), (A.3)

where

g(α) = −4
e2α − 1
e2α + 1

ln
(
1 + e−α

)
.
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To obtain the asymptotic behavior for α ≪ 1, note that the expansion in power of
α≪ 1 up to third order gives

g(α) = −4α ln 2 + 2α2 + O(α3). (A.4)

The expansion of the dilogarithm function in power of α up to order 3 is given by

Li2(−e−α) =
−π2

12
+ α ln 2 − α2

4
+ O(α3) . (A.5)

Replacing Eqs. (A.4) and (A.5) in Eq. (A.3) it yields

σ2
φ = α2 + O

(
α3
)
,

which dictates the behavior of the product σφσLz as α→ 0, as can be seen in Fig. 1.
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