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Motivated by recent experimental progress in the realization of synthetic gauge fields in systems of ultracold
atoms, we consider interacting bosons on the dice lattice with half flux per plaquette. All bands of the
noninteracting spectrum of this system were previously found to have the remarkable property of being completely
dispersionless. We show that degeneracies remain when interactions are treated at the level of mean-field theory,
and the ground state exhibits vortex lattice configurations already established in the simpler XY model in the
same geometry. We argue that including quantum and thermal fluctuations will select a unique vortex lattice up
to overall symmetries based on the order-by-disorder mechanism. We verify the stability of the selected state
by analyzing the condensate depletion. The latter is shown to exhibit an unusual nonmonotonic behavior as a
function of the interaction parameters which can be understood as a consequence of the dispersionless nature of
the noninteracting spectrum. Finally, we comment on the role of domain walls which have interactions mediated
through fluctuations.
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I. INTRODUCTION

The experimental realization of synthetic gauge fields in
systems of ultracold atoms by several groups has reinvigorated
interest in lattice boson systems under large effective magnetic
fields (for a recent review, see Ref. [1]). Recently, the
Hofstadter model, which describes particles on a square lattice
under an external effective magnetic field, was realized in a
regime where the magnetic length is on the order of the lattice
constant [2,3]. For electrons in solid-state materials, such field
strengths would correspond to extremely large magnetic fields
on the order of 104 T. Additionally, more complex optical
lattices can be realized, including the Kagomé lattice [4],
which opens the door to exploring the generalizations of the
Hofstadter model to non-Bravais lattices.

Weakly interacting bosons at low temperature on a lattice
under an external effective magnetic field, created from
rotation or a synthetic gauge field, will generally form a vortex
lattice [5,6]. When the magnetic length is large compared to
the lattice constant, the familiar triangular Abrikosov vortex
lattice is formed. However, when the magnetic length is on
the order of the lattice constant, there can be a subtle interplay
between these two length scales and a variety of nontriangular
lattices can be formed as seen from the minimization of the
XY model or the Gross-Pitaevskii energy functional [7–10].
Such mean-field theories are typically sufficient to determine
the ground state of these systems up to overall symmetries.

The dice lattice under an effective magnetic field is an
exception to this paradigm. For the particular case of half a
flux quantum per plaquette, it is known that its single-particle
spectrum in the tight-binding approximation exhibits three
completely flat bands [11]. Interactions are therefore necessar-
ily of crucial importance in determining the possible phases of
this system. Flat band systems with nonzero Chern numbers
have also been proposed as candidates for realizing fractional
Chern insulators [12–14]. Though the Chern numbers of the
bands in the present analysis of the dice lattice vanish, it was
found in Ref. [15] that it is possible to obtain bands with
nonzero Chern number through the introduction of spin-orbit
coupling (though this introduces dispersion to the bands).

Additionally, flat band systems have received considerable
attention within the context of ultracold gases [4,16–21]. An
analysis by Korshunov of the related XY model on the dice
lattice with half flux per plaquette shows that such degeneracies
persist in the vortex lattice structures [22–24]. In particular, it
was found that the four periodic vortex lattice structures shown
in Fig. 2 are all degenerate ground states of the XY model.

The dice lattice first garnered considerable attention in the
context of the so-called topological or Aharonov-Bohm local-
ization mechanism [11,25,26]. Later studies have explored the
phase diagram of the Bose-Hubbard model in a dice geometry
in various approximations [27,28], and shown that it can
give rise to effective Dirac-Weyl fermions [29]. In Ref. [30]
it was shown that an order-by-disorder mechanism in the
dice lattice Bose-Hubbard model yields a vortex-Peierls state
near the Mott-insulator–superfluid transition. Most recently,
ground-state quantum phases of the model were determined
in the lowest Landau-level regime, where it is appropriate to
project into the lowest single-particle band of the system [31].
Some of the exotic properties associated with the single-
particle spectrum of the dice lattice have also been observed
experimentally [32–34].

In this work, we consider interacting bosons with nearest-
neighbor hopping on the dice lattice with half flux per
plaquette, described by the Bose-Hubbard model. We show
that the same periodic vortex lattices as established for the XY

model [23] are degenerate energetic minima at the level of
Gross Pitaevskii mean-field theory. As these degeneracies are
not protected by any symmetry, they are expected to be lifted by
the order-by-disorder mechanism [35,36]. Although quantum
order by disorder is perhaps most familiar from frustrated
magnetism, it can also play important roles in ultracold atomic
gases [19,37–40]. We in particular show that quantum and
thermal fluctuations at quadratic order completely lift the
degeneracy between the four candidate vortex lattices shown in
Fig. 2, where state (b) acquires the lowest energy. In contrast, it
was found that thermal fluctuations in the analogous classical
XY model on the dice lattice at quadratic order do not lift
the degeneracy between the ground-state vortex configurations
and one must rely on anharmonic fluctuations which are
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MATJAŽ PAYRITS AND RYAN BARNETT PHYSICAL REVIEW A 90, 013608 (2014)

estimated to be small on experimental scales [24]. It should
be noted that Ref. [30] performed a similar analysis near the
Mott-insulator–superfluid transition, whereas we focus on the
deep superfluid regime.

This paper is organized as follows. In Sec. II, we set up the
theoretical problem of bosons hopping on the dice lattice under
an effective magnetic field. For completeness, we also review
the single-particle spectrum of flat bands originally found in
Ref. [11]. In Sec. III, we determine the periodic mean-field
vortex lattice configurations. These are shown to have the same
phase structure as reported in studies of the XY model [22].
Unlike the XY model, the GP energy functional has local
density degrees of freedom, which are shown to take on two
distinct values corresponding to the two inequivalent types of
sites of the dice lattice. In Sec. IV we describe the computation
of the collective excitations about each of the four periodic
vortex configurations. We will show that harmonic fluctuations
completely lift the degeneracy between the configurations
through the order-by-disorder mechanism. We address the
stability of the proposed state with respect to quantum
and thermal depletion. As is common in two-dimensional
systems [41], the thermal depletion exhibits a logarithmic
infrared divergence which is removed for finite-sized systems.
We show that the depletion is small for realistic experimental
parameters. Interestingly, the depletion shows a nonmonotonic
behavior as a function of the interaction parameters which can
be attributed to the flat band structure. Finally, in Sec. V the
results are discussed and the work is concluded.

II. THEORETICAL SETUP

We consider bosons in the dice lattice potential, also
referred to as the τ3 lattice [11], shown in Fig. 1. The
bosons are treated within the tight-binding approximation
with nearest-neighbor hopping. Experimental proposals to
engineer the dice optical lattice under an effective magnetic
field are provided in [28–31]. Josephson junction arrays with
the appropriate geometry provide another physically feasible
avenue of realizing the dice lattice experimentally.

We label the unit cells of the lattice with an integer n and
denote the corresponding unit-cell location by Rn. When the
unit-cell–basis-vector decomposition is important, we label
the site displaced from the origin of the nth unit cell by
the basis vector bγ with the pair (n,γ ). Otherwise, we label
each site by a single integer i and denote its location by
r i . We consider the system subjected to a synthetic gauge
field with vector potential A such that its line integral around
any lattice plaquette equals π . We can draw clear analogies
with electromagnetism: by considering the example of a
particle of charge q in the presence of an electromagnetic
potential Aem, A is found to be analogous to 2π

�0
Aem, where

�0 = h/q is the charge-q elementary magnetic-flux quantum.
Likewise,

∫
C A · d r , with C a cyclic path along the edges of a

plaquette, is analogous to the charged particle’s corresponding
Aharonov-Bohm phase. Since the latter equals π when the
plaquette is threaded by half an elementary magnetic flux, our
synthetic gauge-field configuration is analogously referred to
as half(-elementary)-flux per plaquette.

In the continuum, electromagnetism is introduced into
the Hamiltonian via minimal coupling, i.e., p̂ → p̂ − q Â.

v2

v1
b2
b3

b4

b5

b6

FIG. 1. (Color online) Dice lattice under an effective magnetic
field using the gauge of Ref. [31]. There are two types of sites: hub
sites with a coordination number of 6 and rim sites with a coordination
number of 3. The links and sites outlined in orange comprise the
half-flux-per-plaquette magnetic unit cell. Particles acquire a phase
of π when hopping across crossed links and no phase when hopping
across uncrossed links. The lattice vectors v1 and v2 can be chosen to
be orthogonal, as in the figure where v1 = (1,0) and v2 = (0,

√
3).

For convenience, we have set the lattice constant to unity. The
lattice can thus be viewed as a rectangular Bravais lattice with a
sixfold basis. The basis vectors are b1 = 0, b2 = (1/2,1/2

√
3), b3 =

(1/2,−1/2
√

3), b4 = (1/2,
√

3/2), b5 = b2 + b4, and b6 = b3 + b4.
In the absence of a gauge field the smallest unit cell is half the size
and we can take v1 and b4 for the lattice vectors and b1−3 for the three
basis vectors.

The tight-binding equivalent of this procedure is Peierls
substitution, i.e., substituting pairs of creation and annihilation
operators according to â

†
i âj → eiAij â

†
i âj , where âi is the

annihilation operator for the ith site and Aij = ∫ r i

rj
A(r) · d r

is the line integral of the vector potential between sites j

and i involved in the hopping. The noninteracting part of the
Hamiltonian is thus Ĥ0 = −t

∑
〈ij〉(e

iAij â
†
i âj + H.c.), where

the sum is taken over all pairs of nearest-neighbor sites.
We assume the intersite interactions are negligibly weak.

The interaction part of the Hamiltonian thus consists of terms
of the form 1

2Uiâ
†
i â

†
i âi âi , where Ui is the positive on-site inter-

action. It is evident from Fig. 1 that there are two qualitatively
different types of sites with coordination numbers 6 and 3.
Following Ref. [25], we refer to these as hub (*) sites and rim
(�) sites, respectively. We accordingly regard U∗ and U� as
independent parameters. Introducing the chemical potential μ,
the full Bose-Hubbard model on the dice lattice reads

Ĥ = −t
∑
〈ij〉

(eiAij â
†
i âj + H.c.) +

∑
i

(
1

2
Uiâ

†
i â

†
i âi âi − μâ

†
i âi

)
.

(1)

A. Single-particle spectrum

For completeness, we review the single-particle spectrum
of the dice lattice at half-flux per plaquette which was first
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derived in Ref. [11]. At the noninteracting level this system
already displays some remarkable features. To calculate
the spectrum we use the momentum space creation and
annihilation operators defined as âkγ = 1√

N

∑
n ânγ e−ik·Rn ,

where N is the number of unit cells in the system. We adopt
the convenient gauge of Ref. [31], shown in Fig. 1, where
the effective hopping parameters are real. Owing to the
periodicity of the lattice we can rewrite the noninteracting
portion of the Hamiltonian in Eq. (1) as

Ĥ0 =
∑

k

â†
kH0(k)âk, (2)

where âk = [âk1,âk2, . . . ,âk6]�, H0(k) is a 6 × 6 Hermitian
matrix, and the summation is over the first Brillouin zone.
By inserting a full set of eigenvectors

∑6
γ=1 ukγ u†

kγ on both
sides of H0(k) in Eq. (2) we can express the Hamiltonian in
terms of new quasiparticle operators α̂kγ = u†

kγ âk and their
corresponding eigenvalues λkγ as

Ĥ0 =
∑
kγ

λkγ α̂
†
kγ α̂kγ . (3)

The fascinating outcome is that the energies λkγ have no
dispersion and remain constant throughout the Brillouin zone.
There are three doubly degenerate bands with λkγ = ±√

6t,0.
For the lowest and highest bands this follows from the fact
that their states can be expressed as a sum of completely
localized eigenstates.

The Wannier functions, obtained from the Fourier transform
of these extended Bloch wave functions, provide a particularly
convenient basis for describing the single-particle states. For
the highest- and lowest-energy bands they are both eigenstates
of the noninteracting Hamiltonian and completely localized.
For both of these bands they span a hub site and its six
surrounding rim sites. The amplitude on the hub is 1/

√
2 and

1/
√

12 on the rim sites. The phase of rim site j relative to
the central hub i is, in the gauge of Fig. 1, simply Aji in the
lowest band and π − Aji in the top band, i.e., either zero or π

in both cases. The existence of these localized states does not
fall under any of the disorder-based localization paradigms,
such as Anderson localization [42], but follows solely from
destructive interference within the so-called Aharonov-Bohm
cages on the lattice [11]. The Wannier functions corresponding
to the zero-energy eigenstates, on the other hand, are only
exponentially localized, so this simple explanation of flatness
is not applicable for this case.

III. MEAN-FIELD THEORY

We proceed by reintroducing interactions and finding the
ground states at the mean-field level by solving the Gross-
Pitaevskii equation. This is equivalent to assuming that the
wave function can be written as a tensor product of independent
coherent states for each site. Accordingly, we can replace
operators with c numbers,

âi → ai = √
ni e

iθi , (4)

with similar expressions for momentum-space quantities. Here
n and θ are the density and phase variables. We will later be

able to find elementary excitations about these states by means
of Bogoliubov theory.

Given the simple structure of the single-particle spectrum,
it is reasonable to ask whether there exist any states that
simultaneously minimize both the single particle and the
interaction part of the mean-field energy. The former is true
when the state can be constructed as a linear combination of
states in the lowest single-particle band and the latter when
it gives rise to uniform densities n∗ and n� on the hub and
rim sublattices, respectively. By writing the state as a linear
combination of lowest-band eigenstates, one finds that such
uniform densities can only be obtained when U�/U∗ = 2.
For future reference we term this parameter configuration
the special point. Besides uniform densities, the state also
has a simple phase picture. In particular, we only encounter
three distinct magnitudes of gauge-invariant phase differences.
These are defined as

�ij = θi − θj − Aij (5)

and are indeed independent of our chosen gauge. We derive
their values in the next section.

We conjecture that the states globally minimizing the total
mean-field energy away from the special point retain uniform
densities on both sublattices. This is motivated by the fact
that the proposed states merge with what are provably the
only global minima at the special point and by our failing to
find a physically reasonable mechanism capable of breaking
the density symmetry. In the following section we show
that the necessary condition of the states remaining local
energy minima is satisfied. At the uniform sublattice density
configurations we can furthermore follow [24] to show that
the phase profiles minimizing the energy are identical to those
at the special point.

A. Mean-field calculation of sublattice densities

The mean-field energy of the Hamiltonian (1) is

E = −2t
∑
〈ij〉

√
ninj cos(�ij ) + 1

2

∑
i

Uin
2
i − μ

∑
i

ni . (6)

We will derive the equations of motion with the corresponding
Lagrangian

L =
∑

i

(−ni θ̇i) − E. (7)

Expressed in terms of gauge-invariant quantities, the Euler-
Lagrange equations read

ṅi = 2t
∑
j∈Ni

√
ninj sin �ij , (8)

�̇ij = t
∑
i ′∈Ni

√
ni ′

ni

cos �ii ′ − t
∑

j ′∈Nj

√
nj ′

nj

cos �jj ′

+Ujnj − Uini. (9)

In this expression, Ni denotes the set of all sites neighboring
site i. For the ground state we demand that the time derivatives
on the left-hand side be zero.

We now insert the key assumption of uniform sublattice
densities. Taking into account the overall geometry, the second
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equation yields

U∗n∗ − U�n� = t

√
n�

n∗

∑
i ′∈N∗

cos�∗i ′ − t

√
n∗
n�

∑
j ′∈N�

cos��j ′ .

(10)

As remarked before, the phase profiles occurring at the special
point still solve the equations. Let us denote the three distinct
phase difference magnitudes comprising them by �l > �m >

�s > 0 (l,m,s for large, medium, and small). Since the factor√
ninj equals

√
n�n∗ for any neighboring i and j , we can

rewrite Eq. (8), the continuity equation, as sin�l = sin�m +
sin�s . The condition that the sum of phase differences around
a plaquette equal ±π imposes the restrictions 2�s + 2�l = π

and −�s + 2�m + �l = π . This system of equations yields
�s ≈ 9.74◦,�m ≈ 54.74◦, and �l ≈ 80.26◦, along with the
useful identity

ei�s + ei�m + e−i�l =
√

3. (11)

While it can easily be seen that each of these three phase
differences appears exactly once for links surrounding any rim
site, it can also be shown that each appears exactly twice among
the links surrounding any hub site, though the procedure is
tedious.

This phase configuration is identical to the one obtained
by Korshunov for the dice lattice XY model [22]. This is so
because the form of Eq. (8) is the same in both cases, as it does
not depend on the local interaction terms of the Hamiltonian.
Furthermore, the factor

√
ninj in Eq. (8) is constant for all

pairs of neighboring sites in both cases. It can thus be factored
out when considering the ground state. In Ref. [22] this is due
to the author’s explicitly taking a uniform density across all
sites, while in our case it is due to the alternating nature of the
uniform density hub and rim sublattices.

We can in fact easily determine the sublattice density values.
Taking the features of the phase configuration and Eq. (11) into
account, Eq. (10) simplifies to

U∗n∗ − U�n� =
√

3t
2n� − n∗√

n�n∗
. (12)

Given the two interaction strengths, this equation can be solved
to determine the ratio of densities on the hub and rim sites,
n∗/n�. Note that at the special point, where U� = 2U∗, one
has the simplest case n∗ = 2n�, as expected. Finally, with this
solution the chemical potential is found to be

μ = U∗n∗ − 2t

√
3n�

n∗
= U�n� − t

√
3n∗
n�

. (13)

B. Mean-field periodic ground states

We can assign to each plaquette a vorticity of either π or
−π . Through a qualitative comparison of this vortex lattice
with the two-dimensional Coulomb gas, relevant since neutral
superfluid vortices are known to have approximately a loga-
rithmic interaction, one can argue that the most energetically
favorable configuration will have each vortex surrounded by
as many neighbors of the opposite vorticity as possible. The
vortices are pinned to the sites of the dual lattice, which in
this case is the Kagomé lattice. The geometric frustration of

the Kagomé lattice prevents the possibility of a purely local
prescription for the distribution of vortices minimizing the
energy. The vortex configuration of mean-field ground states
is demonstrably composed of chains of like vortices of length
three [43].

Perhaps the simplest such state is shown in Fig. 2(a). We
can obtain all other applicable states with only the three gauge-
invariant phase differences introduced above by rearranging
the phase differences along a variety of infinite sequences of
plaquettes in which every pair of neighboring plaquettes shares
just a single vertex. We can think of this process as the insertion
of two types of zero-energy domain walls into state (a). We
will refer to the domain walls we can insert parallel to the
dashed lines in Fig. 2(a) as type I domain walls [44] and the
ones we can insert parallel to the dotted lines as type II domain
walls. Inserting a type I domain wall splits the lattice into two
regions with orientations of the vortex triads not parallel to the
wall differing by 60◦. A type II domain wall bends the triads it
crosses and establishes a mirror symmetry between both of its
sides. Type II domain walls also bend by 60◦ whenever they
cross a type I domain wall [45].

The unit cell of vortex state (a) contains six lattice sites.
It is twelvefold degenerate under the following geometric
transformations that preserve the Hamiltonian but not the
state: translations by ±b4 or b4 − b1, using the notation of
Fig. 1, contributing a factor 2 to the geometric degeneracy,
the combination of time (arrow) reversal and spatial inversion,
contributing another factor of 2, and ±2π/3 rotations about
any site, contributing the final factor of 3. By inserting all
possible type II domain walls into (a) we obtain another
twelvefold degenerate state with six sites per unit cell, shown
in Fig. 2(c), not related to state (a) by geometric symmetries.
Inserting all possible type I domain walls into state (a) similarly
yields the state shown in Fig. 2(b) with twelve sites per unit
cell. Further inserting all possible type II domain walls into (b)
yields the state shown in Fig. 2(d), also containing twelve sites
per unit cell. States (b) and (d) have a fourfold translational
degeneracy, so their total geometric degeneracy is 24-fold.
Taking geometric multiplicities into account this yields a total
of 72 small unit-cell mean-field periodic states, or SMPS’s.
All other uniform sublattice periodic mean-field ground states
can be obtained by gluing together the unit cells of the above
four classes of SMPS’s [24].

It should be noted that given two asymptotically domain-
wall-free regions, such that, for instance, the vortex lattice is
one of the 72 SMPS’s on the far left and a distinct SMPS
on the far right, it is not in general possible to consistently
interpolate between the two through a sequence of SMPS
regions, i.e., state [(a)–(d)]-like regions, glued by zero-energy
domain walls. This implies either the possibility of massive,
i.e., energetically costly, domain walls and point defects, or
global instabilities of such asymptotic configurations. We were
unable to obtain concrete results regarding this issue, but
include a brief speculative discussion of possible scenarios
in the conclusion.

The geometric degeneracies discussed above originate from
true symmetries of the Hamiltonian and are as such not
expected to be lifted by fluctuations. In the following we
focus on the effects of quantum zero-point and thermal fluctu-
ations on the four classes of accidentally degenerate periodic
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FIG. 2. (Color online) The four small unit-cell periodic mean-field ground states. The single, double, and triple arrows represent gauge-
invariant phase differences �s,�m, and �l across links, respectively, and the black (white) disks represent positive (negative) plaquette
vorticities. The dashed and dotted lines signify locations of possible domain-wall insertions [subfigure (a)] or domain walls themselves (all
other subfigures). The dashed orange lines represent type I domain walls, while the blue dotted lines represent type II domain walls.

mean-field states [(a)–(d)] of Fig. 2. Later we also briefly
comment on the expected role of domain-wall interactions in
more general states.

IV. ORDER-BY-DISORDER DEGENERACY LIFTING

Through the mechanism of order by disorder [35], quantum
and thermal fluctuations act to remove accidental mean-field
degeneracies, i.e., degeneracies not protected by symmetries
of the Hamiltonian. In quantitative terms, the state whose
fluctuations yield the lowest Helmholtz free energy F =
− 1

β
ln Z, where Z = Tr(e−βĤ ) is the partition function and

β = 1/kBT , is selected. At the level of Bogoliubov theory,
the excitation spectrum is described by independent harmonic

oscillators, and so we have

Z =
∑
{ni }

e−β�
∑

j ωj (nj + 1
2 ) =

∏
j

e− βEj

2
1

1 − e−βEj
. (14)

From this the free energy can be found to be

F = 1

2

∑
j

Ej + β−1
∑

j

ln(1 − e−βEj ). (15)

The first term corresponds to the zero-point quantum contribu-
tion to the free energy and the second term to the contribution
of thermal fluctuations. In our case the index j in Eq. (15) is a
label for momentum and band index.
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A. Collective excitation spectrum

We now derive the collective excitation spectrum of Eq. (1)
at the level of Bogoliubov theory. This involves expressing the
annihilation operators as âi = ai + δâi , where ai are the mean-
field c values from Eq. (4). We expand the full Hamiltonian
in δâi , keeping terms up to quadratic order. The first-order
term always vanishes as we are expanding about a minimum,
while the zeroth-order term gives the degenerate mean-field
energies. Thus we focus on the second-order contribution.

Substituting âi = ai + δâi into Eq. (1), and using the
chemical potential given in Eq. (13), one finds the quadratic
Hamiltonian

δĤ = −t
∑
〈ij〉

(eiAij δâ
†
i δâj + H.c.) +

∑
i

(Uini + Gi)δâ
†
i δâi

+
∑

i

Ui

2
(a∗

i a
∗
i δâiδâi + aiaiδâ

†
i δâ

†
i ), (16)

where ni = |ai |2, G∗ = 2t

√
3n�

n∗
, and G� = t

√
3n∗
n�

. It greatly

simplifies the analysis to perform the gauge transformation
δâi → eiθi δâi at this stage. This results in the following gauge-
invariant Bogoliubov Hamiltonian:

ĤB = −t
∑
〈ij〉

(e−i�ij δâ
†
i δâj + H.c.)

+
∑

i

[
(Uini + Gi)δâ

†
i δâi

+ Uini

2
(δâiδâi + δâ

†
i δâ

†
i )

]
. (17)

The gauge-invariant phase differences �ij here are precisely
those introduced in Sec. III A.

We can again define momentum space operators δâkγ =
1√
N

∑
n δânγ e−ik·Rn with γ = 1, . . . ,M , where M is the

number of sites per unit cell. By expressing the Hamiltonian
in terms of these operators we obtain, up to a constant energy
shift (equal for all mean-field states), the Hamiltonian in the
form

ĤB =
∑

k

δ â†
kHB(k)δâk, (18)

where δ âk = [δâk1, . . . ,δâkM,δâ
†
−k1, . . . ,δâ

†
−kM ]� and

HB(k) =
[

Ck D

D C�
−k

]
. (19)

Here D is a diagonal matrix with U∗n∗ (U�n�) entries for hub
(rim) sites. Ck = H0(k) + G + D, where H0(k) is the single-
particle Hamiltonian matrix appearing in Eq. (2), rewritten in
the current gauge, and G is a diagonal matrix containing the
values G∗ and G� for hub and rim sites, respectively.

The creation and annihilation operators of the quasiparticle
eigenstates of this quadratic Hamiltonian will in general be a
sum of both particle annihilation and creation operators. These
can be obtained through solving the Bogoliubov–de Gennes
(BdG) equations

ηHB(k)φkγ± = ±Ekγ φkγ±, (20)

E
/t

ΓΓ X M
0

2

4

6

8

Γ X
π
2

Mπ/
√

3

FIG. 3. (Color online) The twelve Bogoliubov modes about
ground state (b) from Fig. 2 at U∗ = U�, U∗/t = 0.5, and n∗ = 6.
As the interaction strengths U∗,� decrease, the bands flatten and
the gaps between them approach

√
6t . At U∗,� = 0 we recover the

dispersionless degenerate single-particle spectrum.

where Ekγ � 0 and η = (1M×M 0
0 −1M×M

)
(see, for instance, [46]).

The energies of the Bogoliubov modes are given by Ekγ , where
γ labels the band index. The quasiparticle operators which
diagonalize ĤB are determined from the BdG eigenvectors as
α̂kγ = φ

†
kγ+ηδ âk.

The excitation spectrum for a typical parameter set is shown
in Fig. 3. It is seen that the interactions give dispersion to the
excitation spectrum, which is completely flat at the single-
particle level. The excitations about each vortex configuration
yield a gapless Goldstone mode due to the broken U(1) super-
fluid phase. These have the dispersion ∼�

√
(c1k1)2 + (c2k2)2,

where k1,2 = k · v1,2 and c1,2 is the speed of sound along the
v1,2 lattice vectors.

B. Computation of degeneracy lifting

Having the excitation spectra at hand, we now move on to
discuss the resulting degeneracy lifting. We have calculated
the thermal and quantum contributions to the free energy in
Eq. (15) at a range of values of the input parameters U∗/t ,
U∗/U�, n∗, and, for the thermal part, T/t . For each parameter
configuration we obtained the band energies by diagonalizing
HB(k) from Eq. (19) at a uniformly spaced grid of momenta
in the Brillouin zone [47]. Convergence as a function of the
grid spacing was checked for each parameter set.

Results for a range of parameters are shown in Fig. 4.
We have plotted the differences of free energies of states (a),
(c), and (d) with respect to state (b), �Fa,c,d = Fa,c,d − Fb

using the labeling of Fig. 2. As seen in the left-hand side
of this figure, the resulting free-energy difference is always
positive and so state (b) has the lowest free energy. Thermal
fluctuations further enhance this degeneracy lifting as shown
in the right-hand side of this figure.

In addition to determining the ground state, we also observe
that state (c) is universally the highest in free energy. States
(a) and (d) are typically ordered as in Fig. 4 but cases were
found in which their free-energy curves cross. The geometric
mean of the sound speeds along the two lattice vectors

√
c1c2

is always lowest for (b) and highest for (c), which explains the
ordering of the thermal contribution to the free energy at low
temperatures.
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FIG. 4. (Color online) Left: quantum free-energy difference per
condensed particle with respect to state (b) from Fig. 2 with n∗ =
6 and U∗ = U�. Right: total free-energy difference at the same n∗
and U∗/U�, for finite temperature and U∗/t = 0.5.

C. Condensate depletion

Having established that state (b) has the lowest overall free
energy, we now move on to discuss its stability. For Bogoliubov
theory to be valid, one must have that the number of particles
excited out of the condensate is small compared to the number
of condensed particles. The depletion, like the free energy, can
be separated into a quantum and thermal contribution, which
we denote by Nq and Nth, respectively. For the above analysis
to be correct we must have Ndep = Nq + Nth  Ncond. From
the solution of the Bogoliubov–de Gennes equation (20), the
depletion can be expressed as

Nq = 1

2

∑
kγ

φ
†
kγ+(1 − η)φkγ+, (21)

Nth =
∑
kγ

φ
†
kγ+φkγ+f (Ekγ ), (22)

where f (x) = (eβx − 1)−1 is the Bose Einstein distribution
function.

While the quantum depletion converges, the thermal de-
pletion integral has a logarithmic infrared divergence due
to the Goldstone mode. Such divergences are typical for
two-dimensional systems [41]. Finite-size effects will remove
this divergence and can be crudely taken into account by using
a small-momentum cutoff of 2π/L, where L2 is the system
size. Consequently, the thermal depletion will scale as ln(L)
for sufficiently large L.

Figure 5 shows the quantum and thermal contributions to
the total depletion at experimentally feasible parameters. Quite
interestingly, the total depletion exhibits a nonmonotonic be-
havior as a function of the Hubbard interaction parameters. In
typical condensed systems, depletion increases monotonically
as a function of the interactions [48]. A similar minimum was
found for all parameter ranges tested. This can be attributed
to the flatness of the noninteracting band structure. That is, as
interactions are decreased, the Bogoliubov band structure (cf.
Fig. 3) becomes flatter and so thermal excitations are created
more easily. When U∗ = U� = 0 the Bogoliubov spectrum

U /t

0.1 0.4 0.7 1
0

2

4

6

8

Ndep/Ncond

×10−2

Nq/Ncond

Nth/Ncond

FIG. 5. (Color online) Quantum, thermal, and total depletion per
condensed particle for a system consisting of 20 × 20 unit cells at
n∗ = 6, U∗ = U�, and T = t/10.

reduces to completely flat bands and the thermal depletion will
diverge. For the chosen parameters in this figure the depletion
is always less than 10%. The depletion can be further decreased
by choosing larger average density per site.

V. CONCLUSION

In this work we have argued that, despite the large
degeneracies associated with the noninteracting spectrum of
the dice lattice at half-flux per plaquette, fluctuations will select
a unique ground state when weak interactions are included.
In particular, we have established that quantum and thermal
fluctuations select vortex lattice state (b) out of the periodic
states shown in Fig. 2, which are degenerate at the level of
mean-field theory. The stability of the resulting state was
established for a range of parameters by analyzing the quantum
and thermal depletion.

Although a thorough analysis of the nonperiodic states is
beyond the scope of the current work, we will briefly comment
on them now. As discussed in Sec. III, one can obtain vortex
lattices [(b),(c),(d)] from state (a) through the insertion of
domain walls. At the level of mean-field theory, these domain
walls cost no energy to create and do not interact. Therefore,
through insertion of domain walls one can obtain nonperiodic
vortex configurations as well as vortex lattices with larger
unit-cell size, all of which are degenerate at the level of mean-
field theory with the configurations shown in Fig. 2. On the
other hand, including quantum and thermal fluctuations will
cause the domain walls to interact. Preliminary calculations
of free-energy shifts have in fact shown that type II domain
walls repel each other, so that the free energy is minimized
when they are infinitely separated which is equivalent to no
domain walls being present. On the other hand, type I domain
walls were found to attract each other, until state (b) is reached.
This lends credence to the proposition that state (b) is indeed
the state of lowest free energy that is ultimately selected by
quantum fluctuations. Considering this, a complete analysis
of the fluctuation-mediated interactions between the domain
walls and their ensuing dynamics should be an interesting
direction for future work.
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As has been noted near the end of Sec. III B, macroscopic
considerations may also allow for more energetic mean-
field domain walls and point defects. Another interesting
direction for future research would be to verify whether
such defects are indeed stable. Consider again the doubly
asymptotically domain-wall-free configuration described at
the end of Sec. III B. From the viewpoint of the time-dependent
Gross-Pitaevskii equation, we can imagine assigning random
vorticities and consistent phases, if they can be found, to
the plaquettes in the intermediate region and random particle
numbers to the sites and then tracking their time evolution.
Interestingly, the plaquette vorticities cannot change through
smooth time evolution, so we should expect different vorticity
distributions to correspond to distinct hydrodynamic solutions.
However, there might not always be global steady-state

solutions. If, on the other hand, energetic domain walls and
point defects are found to be stable, it would enable numerous
further investigations to be carried out, such as of the interplay
between massive and zero-energy domain walls and their
free-energy-mediated interactions.
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