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Abstract

In this thesis, we investigate the properties of Bose polarons in various settings. The overarching
theme of this work is that, in contrast to many existing treatments of the Bose polaron, we apply
semi-classical methods from first principles. Most of this thesis is based on [JJ1,JJ2,JJ3,JJ4].

Our first result addresses the Bose polaron in one dimension. We develop a primarily
analytical treatment of the one-dimensional Bose polaron, which takes the impurity condensate
interaction into account already on the mean-field level. Additionally, we show how to include
first-order quantum corrections. Our results show excellent agreement with quasi-exact Quantum
Monte Carlo simulations.

Motivated by the success of using semi-classical methods, we develop a truncated Wigner
like approximation to address out of equilibrium settings. Using the Keldysh path integral
formalism, we arrive at a set of differential equations with stochastic initial conditions. This
enables us to incorporate quantum fluctuations up to first order and study the impurity dynamics
and polaron formation after a sudden quench of the impurity-boson interaction.

Subsequently, we turn our attention to a three-dimensional system and again rely on semi-
classical approximations to study the condensate mediated interaction between two impurities.
The two impurities can form a bound state called the bipolaron for sufficiently large mediated
interactions. We discuss how standard methods lead to inadequate results and show how these
limitations can be remedied by correctly accounting for boson-boson interaction. We calculate
the shape of the mediated interaction potential and the ground state of the two impurities, thus
characterising the bipolaron formation.

Thereafter, we point out the similarities between the semi-classical approximations of the
polaron problem considered so far and colloids interacting with a fluctuating field. We develop
a general framework that perturbatively treats a broad class of field theories and arrive at an
effective action only depending on the impurity degrees of freedom. We apply this approach to
model A and find good agreement with simulations of the full system in the perturbative regime.
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CHAPTER 1

Introduction

The interaction of impurities with their surrounding environment is a perennial problem in physics.

It has been studied in many areas ranging from high energy quantum phenomena such as quark-

gluon interactions [1] to low energy phenomena such as polarons which have been observed in a

variety of different settings, e.g., crystals and ultracold quantum gases [2–5]. One of the earliest

accounts of polarons and their physical significance was reported by Landau and Pekar, when they

studied the interaction of an impurity electron with a crystal [2, 3, 6]. They discovered that the local

polarisation deforms the crystal structure and that this deformation travels together with the impurity

electron. The compound object which is formed through the polarisation is termed the polaron. As

later noted by Fröhlich [7] the electron-crystal interaction can be understood through an effective

Hamiltonian, where the lattice vibrations are mapped to phonons, and the polarisation is described

by the interaction of the electron with the phonons. In this model, the impurity excites a phonon

cloud which travels together with it. This effective description serves as a starting point for many

modern descriptions of the polaron [2, 3, 8–10]. Notably, the polaron problem in a crystal was also

one of the earliest applications of the Feynman path integral [11]. Additionally, it has been found

that the polaron concept has numerous applications across condensed matter physics; for example,

in understanding the electric conductivity of polymers [12, 13], and it has been hypothesised that

polarons play a role in explaining high-Tc superconductivity [14, 15].

Due to the experimental advances in laser cooling [16] over the last decades and the first

realisation of a Bose-Einstein condensate [17], ultracold atoms have been established as a clean and

controllable experimental platform [18, 19] for studying microscopic quantum phenomena. This

3



permits for the probing of exotic phases of quantum matter and also enables quantum simulations

to be conducted [20]. This opens the pathway to isolate and study individual phenomena that

are typically not directly observable in conventional condensed matter systems [20]. In contrast

to the archetypal solid-state setting, experiments relying on ultracold gases offer much greater

experimental control [20, 21]. For example, the inter-atomic interactions can be tuned via Feshbach

resonances [21], and the dimensionality of the system can be engineered [22]. Thus ultracold

quantum gases also form an experimentally accessible testing ground for studying polarons with

high precision. When considering polarons in ultracold gases, differentiating between Fermi and

Bose polarons is essential. The Fermi polaron, which refers to an impurity in a degenerate Fermi gas,

has been observed in several experiments [4, 23–29]. The Bose polaron is realised by immersing

impurities into an ultracold Bose gas. It is experimentally less understood, than the Fermi polaron,

but has recently been observed in numerous experiments [5, 22, 30–32]. Many of the phenomena

which are observed experimentally, especially in low dimensional systems, are not adequately

described by the standard methods. This thesis will focus on developing novel approaches to the

Bose polaron.

Specifically, many theoretical descriptions for the Bose polaron are still based on the (extended)

Fröhlich model, which is obtained by linearising the condensate around a homogeneous background

solution and then describing the interaction of the impurity with the gas as a coupling to Bogoliubov

phonons. The methods applied to the Bose polaron span a wide variety of different techniques

[33–39], including variational [38, 40–42], field-theoretical [33, 43–45], renormalisation group

(RG) [37, 46, 47] and open-system approaches [48], as well as quantum Monte-Carlo simulations

[37, 49–51]. Contrary to the degenerate Fermi gas, a Bose gas is compressible, and the deformation

of the Bose gas itself can become sizable; thus the boson-boson interaction plays an essential

role in the strong coupling regime. The (extended) Fröhlich model, does not include phonon-

phonon interactions and is therefore incapable of correctly accounting for boson-boson interaction,

which is substantial when the impurity-boson coupling becomes large. This work addresses the

aforementioned shortcomings for some prominent Bose polaron problems. The structure of the

thesis is as follows.
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In the second chapter, a brief derivation of the (extended) Fröhlich Hamiltonian is shown and a

simple variational approach to find an approximate solution for the ground state is presented. This

serves as a base case for more complete treatments. Additionally, some important concepts from

scattering theory are introduced. To conclude this chapter, some common techniques which aid in

the description of out of equilibrium dynamics and are important for the main part of this work are

discussed.

The third chapter focuses on the equilibrium properties of a single quantum impurity interacting

with a degenerate one-dimensional ultracold Bose gas. In contrast to the three-dimensional setting,

where the polaron is accurately modeled over a wide range of parameters by the extended Fröhlich

Hamiltonian, in one dimension methods relying on linearising the bosonic field operators can be

quite inaccurate, even for relatively weak coupling. This is owing to the backaction of the impurity

on the condensate, leading to a self-bound mean-field polaron for arbitrarily weak impurity-boson

interactions. A model that takes this backaction into account on the mean-field level is presented.

This model further includes higher-order corrections to the impurity-condensate interaction as a

coupling to phonon like excitations of the full mean-field solution. A comparison of the polaron

energy and mass to quantum diffusion Monte-Carlo simulations shows excellent agreement already

on the level of analytical mean-field solutions and is further improved after accounting for quantum

fluctuations.

Motivated by the success of the semi-classical methods for the equilibrium case, a semi-classical

description of the dynamics of the impurity after a sudden interaction quench is developed in the

fourth chapter. To address the impurity dynamics, the Keldysh path integral is employed to derive

a truncated Wigner-like approach. This strategy, similar to that in the previous chapter, takes the

effects of the impurity on the condensate into account on the mean-field level itself. It also permits

further incorporation of thermal and quantum effects up to one-loop accuracy by averaging over

stochastic initial conditions, and is therefore numerically tractable. This framework enables us to

not only calculate the real space trajectory of the impurity but also the absorption spectrum.

The fifth chapter focuses on the interaction between two impurities in a three-dimensional

system, instead of the previously considered one-dimensional system. The density deformation
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caused by the two impurities results in an exchange interaction mediated by density fluctuations.

Through the mediated interaction two impurities that are sufficiently close to each other, can form a

bound state, which is commonly referred to as a bipolaron. We start by postulating that similar to

the case discussed in the third chapter, standard methods based on linearising the condensate yield

results only valid in the weak coupling regime and for sufficiently large impurity separations. It

is shown how attempts to build on the Fröhlich model by utilising the extended Fröhlich model

can lead to physically meaningless results. This is followed by a demonstration on how those

shortcomings can be remedied within the Born-Oppenheimer approximation by accounting for

boson-boson interactions on the mean-field level. The mediated interaction potential and typical

bipolaron binding energies are then calculated and compared to the initial predictions made by the

Fröhlich model.

The penultimate chapter points out the connection between the polaron problem in the semi-

classical limit and colloids interacting with a fluctuating field, which is a prominent problem within

statistical field theory. We develop an effective action description only containing the impurity

degrees of freedom, which is applicable to a broad class of field theories. Here, we distinguish

between the symmetric case (vanishing expectation of the order parameter) and the degenerate case

(finite expectation of the order parameter). The developed method is perturbative, and we proceed

by applying it to model A and assess its accuracy by comparing it to numerical simulations of the

full theory. Here we find good agreement in the perturbative limit.

The final chapter gives a conclusive summary of the results and discusses their implications. We

also point out possible future directions of this work.

Throughout this thesis we use ℏ = 1 and kB = 1.
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CHAPTER 2

Fundamental concepts

2.1 Polarons in an ultracold quantum gas

This section aims to provide an overview of standard approaches to address impurities immersed

into an ultracold Bose gas and, more specifically, discuss the Bose polaron. Though the material

presented here is tailored towards the main results of this thesis, necessary references have been

provided to explore the field further and gain a fundamental understanding of the topic.

We begin by stating and briefly explaining the Bose gas impurity Hamiltonian, which will be

the fundamental building block for all treatments introduced throughout this thesis. Subsequently,

some essential concepts from scattering theory are summarised; these are useful when relating the

model parameters to experimentally observable quantities. From there, we outline the derivation of

the (extended) Fröhlich Hamiltonian, which is of great importance not, only historically but also for

ongoing efforts to understand the Bose polaron and is routinely used to derive baseline results. We

conclude the section by introducing fundamental concepts like the effective mass and conceptual

tools like the Lee-Low-Pines (LLP) transformation.

Hamiltonian for impurities in an ultracold Bose gas

Throughout this work, we consider a d-dimensional gas of bosons (B), which interacts with impurity

atoms (I). The bosons are described by the field operators φ̂(r) and carry the mass m. In contrast,

the impurity atoms will be treated in first quantisation, and we denote their position (momentum)

by X̂i (P̂i) and mass by M . While we keep the number of impurities as general as possible in
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2.1. Polarons in an ultracold quantum gas

Figure 2.1: An impurity immersed into an ultracold bosonic gas. It interacts with the surrounding
quantum gas and as a result, perturbs the condensate. The perturbation now travels with the impurity.
The compound object can be described by a quasiparticle, commonly referred to as the polaron.

the introductory chapter, we already note here that we will focus on at most two impurities at a

time in all later treatments. Focusing on at most two impurities is generally justified since in most

experiments the impurity concentration is sufficiently low [5, 22, 30, 31]. For a brief discussion on

the experimental realisation and the corresponding parameters we refer to Appendix A. The (often

harmonic) trap, usually confining the Bose gas and the impurity, is neglected. Instead, we consider a

box of finite volume Ld with periodic boundary conditions and take the thermodynamic limit, where

appropriate. When considering bosonic low energy scattering processes, it is justified to replace the

microscopic interaction potential by a contact potential1 and therefore the pseudo contact potential

given by Vint(r− r′) = gBBδ
d(r− r′) is used to model the boson-boson interaction. The impurity-

boson interaction potential will be left unspecified for now and in fact, using a contact potential for

boson-boson and impurity-boson interaction simultaneously in more than one dimension is only

valid when also linearising the bosonic fields [52, 53]. For the full Hamiltonian, a microscopic

finite range potential has to be employed for at least one interaction potential. The finite range

1i.e. focusing on s-wave scattering, for a detailed discussion see [18].
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2.1. Polarons in an ultracold quantum gas

potential is often chosen as a Gaussian or Heaviside potential, but any simple effective potential

can be employed without altering the observed physics, as long as the scattering length is adjusted

accordingly. In chapter 5 we discuss some of the problems arising from using a contact interaction

for more than one impurity in greater detail. The full (grand canonical) Hamiltonian takes the form

Ĥ =
∑

i

P̂2
i

2M
+

∫
ddr φ̂†(r)

(
−∆

2m
− µ+

gBB

2
φ̂†(r)φ̂(r) +

∑

i

V
(
r− X̂i

))
φ̂(r) , (2.1)

where µ denotes the chemical potential of the Bose gas and determines the number of bosons in the

gas. The part of the Hamiltonian purely relating to the Bose gas will be referred to as ĤB throughout

the thesis.

An interlude on scattering theory

Before proceeding with deriving the (extended) Fröhlich Hamiltonian, we want to present a short dis-

cussion of some important scattering theory results. Most importantly, we introduce the Lippmann-

Schwinger equation, which allows us to relate the interaction strength g of a contact potential

gδ(r) with the experimentally measurable scattering length a. It is important to note that the model

parameter g is never directly observable and that the use of a contact potential or simple Gaussian

interaction potential is always a simplification compared to the often unknown and complicated

real microscopic potential. However, such simplifications are justified in the low energy regime

where s-wave scattering dominates the behavior, and the exact microscopic shape of the potential is

irrelevant [18, 19]. Additionally, we will later see that the Lippmann-Schwinger equation can also

be used to regularise the contact interaction in the (extended) Fröhlich model. The presented results

are based on [54] and are not exhaustive, rather the goal of this subsection is to provide an overview

of the essential scattering theory results used throughout this work. A more detailed discussion on

scattering theory in the context of ultracold gases, can be found in [18, 21, 54].

We consider two particles of mass m and M interacting via the spherically symmetric scattering

potential V̂ . For the scattering problem itself, we are only interested in the relative coordinates

of the particles interacting with each other. Thus, it is convenient to move into the centre of mass
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2.1. Polarons in an ultracold quantum gas

frame. In the centre of mass frame we find that the relative wave function is determined by the

stationary Schrödinger equation

[
P̂2

2mr

+ V̂

]
|ψ⟩ = E |ψ⟩ , (2.2)

where the reduced mass is given by mr = mM/(m +M). For large separations between the

two particles, the interaction potential can be neglected and thus the eigenenergy of the stationary

Schrödinger equation is given by Ek = k2/(2mr). Combining this observation with the fact that for

elastic scattering the energy is conserved allows us to set to set E = Ek. After defining

Ĥ0 = P̂ 2/(2mr) (2.3)

and realising that a free momentum state lies in the kernel of Ek − Ĥ0, we can write down the

formal solution to (2.2)

|ψk⟩ = |k⟩+ 1

Ek − Ĥ0 + iϵ
V̂ |ψk⟩ , (2.4)

where the +iϵ term is needed to deal with the singularity in the denominator of the second term

and render the solution well defined. In fact, the sign of ϵ determines the pole structure of the

solution, a positive sign corresponds to an incoming plane wave and outgoing spherical wave. Hence

it describes a scattering process. A negative sign corresponds to the reverse process and can be

interpreted as an advanced solution. After developing the formal solution, it is instructive to derive

an explicit expression for the wave function in position space. Multiplying (2.4) with ⟨r| from the

left and inserting a position space and a momentum space identity into the second term of the right

hand side results in

⟨r|ψk⟩ = ψk(r) = eik·r +

∫
dr′dk′ eik

′·(r−r′)

Ek − Ek′ + iϵ
⟨r′| V̂ |ψk⟩ . (2.5)

The momentum integral now depends on the dimension of the system. Henceforth in this subsection,

we focus on the three-dimensional case and refer to [54, 55] for a more detailed discussion of

lower-dimensional systems. When using a short ranged potential and considering large distances
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2.1. Polarons in an ultracold quantum gas

compared to the potential’s range, we can use

|r− r′| ≈ r − r

r
· r′ , (2.6)

to approximate r ≫ r′. After a short calculation (see [54] for more details) we find

⟨r|ψk⟩ = ψk(r) = eik·r + f(k′,k)
eikr

r
, (2.7)

where we have introduced k′ = kr/r and the scattering amplitude f(k′,k) = −mr

2π
⟨k′| V̂ |ψk⟩.

To make the connection to the experimentally observable scattering length, we now introduce

the two-body transition matrix

T̂ 2B |k⟩ = V̂ |ψk⟩ , (2.8)

which is especially useful when considering scattering processes in a medium. The transition matrix

is related to the scattering amplitude through

f(k′,k) = −mr

2π
⟨k′| T̂ 2B |k⟩ . (2.9)

Therefore, it contains the same information as the wave function but is easier to work with in many

cases. Introducing the well-known Lippmann-Schwinger equation in operator form is now possible,

by multiplying (2.4) with V̂ and we find

T̂ 2B = V̂ + V̂
1

Ek − Ĥ0 + iϵ
T̂ 2B . (2.10)

Since the scattering potential is assumed to be spherically symmetric, we can proceed by performing

a partial-wave expansion of |ψk⟩ to define the s-wave (zero angular momentum), scattering length a,

and the effective range of the potential reff . Those quantities are related to the two-body scattering

matrix ⟨k| T̂ 2B |k⟩ through

T 2B(k) ≈ 2πa

mr

1

1− areffk2 + iak
. (2.11)
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2.1. Polarons in an ultracold quantum gas

Figure 2.2: The a) real and b) imaginary part of the scattering matrix T 2B(k) for a short ranged
spherically symmetric potential and different reff as a function of ka.

This expression allows us to connect the two-body scattering matrix T 2B(k) of any sufficiently

local spherical potential to the experimentally accessible s-wave scattering length a. We depict the

imaginary and real part of the scattering matrix in Figure 2.2.

To conclude this subsection we want to use the relationship defined by the Lippmann-Schwinger

equation to describe the connection between a contact interaction gδd(r) and the scattering length a.

After multiplying (2.10) with ⟨k| from the left and |k⟩ from the right; rearranging and evaluating at

k = 0 we find
1

T 2B(0)
=

mr

2πa
=

1

g
+

1

(2π)3

∫ Λ

d3k
2mr

k2
, (2.12)

where we have introduced the sharp momentum cutoff Λ to ensure that the result is finite. The arising

divergence here is associated with the use of a contact interaction. A more realistic interaction

potential would decay faster in Fourier space rendering the results finite. We also note that this

unphysical behaviour is usually not a problem since in ultracold gases we are mainly interested in

the long wavelength behaviour and in most cases standard regularisation techniques are sufficient to

recover finite results [55].

The (extended) Fröhlich model

After introducing the microscopic Hamiltonian and discussing some key results from scattering

theory, we proceed by deriving an approximate effective Hamiltonian. The treatment relies on

linearising the bosonic field operators and treating the effects of the impurity as an interaction
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2.1. Polarons in an ultracold quantum gas

with the elementary excitations of the homogeneous Bose gas. The resulting (extended) Fröhlich

model serves as an important starting point for addressing the Bose polaron. The derivation of the

(extended) Fröhlich Hamiltonian is straightforward, and while the effective treatment possesses

significant shortcomings [JJ1], [56–60] it highlights some crucial features of the polaron in an

intuitive manner. The Fröhlich Hamiltonian does not only describe Bose polarons but also a much

more comprehensive range of polarons (see for example [10, 61]). It was, in fact, first introduced

by Fröhlich [7] in the 1950s to describe the interaction of an impurity electron with the lattice

vibrations of a crystal. This is why the Fröhlich Hamiltonian can only describe weakly interacting

Bose polarons; a crystal is rigid, while a superfluid can flow freely and thus its deformation can

become more substantial. Additionally, the phonons interact with each other in a Bose gas and for

strong deformations the phonon density is high enough that such interactions become sizable. The

key idea for deriving the (extended) Fröhlich model is to first develop an effective theory of the

Bose gas without impurities2 and then include the interaction of the impurities with the excitations

of the superfluid [7, 35, 38]. This seems intuitively sensible as long as the impurity density remains

dilute and the impurity-boson interaction stays sufficiently weak; we refer to [46] for an elaborate

discussion on the validity of the Fröhlich model. We begin by expanding the bosonic field operators

φ̂(r) =
√
n0 + ξ̂(r) , (2.13)

around the density of a homogeneous condensate n0 = µ/gBB, here ξ̂(r) can be interpreted as

the deviation of φ̂(r) from its mean-field value
√
n0. We note, that this expansion is nothing

but a canonical transformation and therefore exact; the approximation is only introduced when

higher-order terms are dropped. Inserting the expansion into the purely bosonic part of (2.1) we find

ĤB =

∫
ddr

{
ξ̂†(r)

(−∆

2m
− µ+ 2n0gBB

)
ξ̂(r) +

gBB

2
n0

(
ξ̂(r)2 + h.c.

)}
+O(ξ̂(r)3) .

(2.14)

2See [18, 62] for a discussion on when an effective treatment for the Bose gas itself is admissible.
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2.1. Polarons in an ultracold quantum gas

Figure 2.3: a) The dispersion relation Ek of the Bogoliubov phonons. The dotted line shows
the purely linear part. The crossover from a linear massless dispersion to a quadratic dispersion
(associated with a massive particle) is clearly visible. b) The amplitudes of the elementary excitations
uk and vk.

Assuming that we are dealing with a dilute and weakly interacting Bose gas, we can truncate

all terms of order ξ̂(r)3, and higher [18, 19]. Subsequently, the remaining quadratic part can be

diagonalised by performing a Bogoliubov transformation. In the following discussion, we only

present the idea and refer to [18] and [19] for a detailed discussion on the technicalities and the

validity of the Bogoliubov treatment of a Bose gas. Meanwhile, section 3.5 provides a general

technical discussion of the transformation. The essential step of the Bogoliubov transformation is

to decompose ξ̂(r) into the elementary excitations of the system

ξ̂(r) =
1

Ld/2

∑

n

[
un(r)ân + v∗n(r)â

†
n

]
, (2.15)

and choose the amplitudes in such a way that the Hamiltonian is diagonalised. In the case of a

homogeneous gas we can use the translational invariance of the system to decompose ξ̂ into its

Fourier modes. After inserting the decomposition into (2.14) and choosing the amplitudes such that

all off-diagonal elements vanish we find [18, 19]

uk(r) = cosh θke
ik·r , vk(r) = − sinh θke

ik·r , (2.16)

cosh θk

sinh θk

=
1√
2

(
k2

2m
+ gBBn0

Ek
± 1

)1/2

, (2.17)
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2.1. Polarons in an ultracold quantum gas

with the gapless excitation spectrum Ek = ck
√

1 + 1
2
k2ξ2 which is shown as a function of k

ξ
in

Figure 2.3. This illustrates that for small momenta, the excitations disperse linearly and behave

like massless particles and for large momenta, this crosses over to a quadratic dispersion, usually

associated with a massive particle. The healing length determines the characteristic length scale

of the Bose gas and is given by ξ = 1√
2mn0gBB

. Moreover, we have also defined the speed of

sound c =
√
gBBn0/m, which determines the critical velocity of the condensate [18]. Within the

Bogoliubov approximation we find the chemical potential to be µ = gBBn0. It is a convention to

refer to the elementary excitation represented by âk as Bogoliubov phonons and use k instead of

n as a summation index to indicate that we sum Fourier modes in the homogeneous case. The

resulting diagonalised Hamiltonian takes the form

ĤB =
∑

k

Ekâ†kâk . (2.18)

With the effective description of a weakly interacting Bose gas in mind, the impurity-Bose gas

interaction can be addressed by inserting the expansion

φ̂(r) =
√
n0 +

1

Ld/2

∑

k

[
uk(r)âk + v∗k(r)â

†
k

]
, (2.19)

into (2.1). After neglecting constant terms and terms of order ξ̂3 and higher we arrive at the extended

Fröhlich Hamiltonian [37, 38, 63]

ĤeF = ĤF + Ĥ2ph =
∑

k

Ekâ†kâk +
∑

i

P̂2
i

2M
+ gIB

√
n0

Ld

∑

k ̸=0,i

Wke
−ik·X̂i

(
â†k + â−k

)
(2.20)

gIBn0 +
gIB
2Ld

∑

k,k′ ̸=0,i

ei(k
′−k)·X̂i

[(
WkWk′ +W−1

k W−1
k′

)
â†kâ

′
k

+
1

2

(
WkWk′ −W−1

k W−1
k′

)(
â†kâ

†
−k′ + â−kâk′

)]
,

where the scattering amplitude is given by
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2.1. Polarons in an ultracold quantum gas

Figure 2.4: The different scattering processes described by the extended Fröhlich Hamiltonian.
All processes are momentum conserving and we can distinguish between one phonon scattering
processes (which are already included in the traditional Fröhlich model) and two-phonon processes
(which are only included in the extended Fröhlich model). The illustration was taken from [64].

Wk =

(
ξ2k2

2 + ξ2k2

)1/4

= cosh θk − sinh θk . (2.21)

Here, ĤF denotes the Fröhlich Hamiltonian, which only includes impurity scattering terms involving

a single phonon. In contrast Ĥ2ph additionally includes the two phonon impurity scattering terms.

All scattering terms conserve momentum and are depicted in Figure 2.4.

Including two phonon scattering terms can improve the accuracy of the model. However, at

strong coupling, when the condensate deformation becomes large, corresponding to a large phonon

cloud in the Fröhlich model, phonon-phonon interactions are no longer negligible. Thus in this

regime even the extended Fröhlich model loses its validity and the predictions become inaccurate.

Further discussion in the subsequent sections will show that there are resonances occurring in the

extended Fröhlich model, which are offset by the boson-boson interaction in a realistic setting.

A significant part of this thesis will address those shortcomings and showcase methods that are

suitable for addressing the strong coupling regime. For the remainder of this section we assume

that we are well within the validity region of the extended Fröhlich Hamiltonian and use it to

demonstrate two key concepts, extending beyond the Fröhlich paradigm, namely the Lee-Low-Pines

(LLP) transformation and the effective mass.
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2.1. Polarons in an ultracold quantum gas

The Lee-Low-Pines transformation

This subsection, focuses on a single impurity and introduces the LLP transformation in the context of

the (extended) Fröhlich model. We will later see that the LLP transformation is, in fact, more general

and can be extended to the full Hamiltonian. The LLP transformation is a unitary transformation

which moves the impurity into the origin of the coordinate system. Since the system is translationally

invariant, total momentum is conserved. The LLP transformation makes this conservation law

explicit and ultimately eliminates the impurity degrees of freedom from the problem. The LLP

transformation is given by [8]

ÛLLP = exp
{
−iX̂ · P̂ph

}
, (2.22)

where we introduced the total phonon momentum

P̂ph =
∑

k

kâ†kâk . (2.23)

It is now straightforward to verify the following relationships:

Û †
LLPâ

†
kÛLLP = â†ke

ik·X̂, Û †
LLPP̂ÛLLP = P̂− P̂ph . (2.24)

Using (2.24) we find the transformed extended Fröhlich Hamiltonian

ĤLLP =
∑

k

Ekâ†kâk +

(
p− P̂ph

)2

2M
+ gIB

√
n0

Ld

∑

k ̸=0

Wk

(
â†k + â−k

)
+
gIB
2Ld

∑

k,k′ ̸=0

[(
WkWk′

(2.25)

+W−1
k W−1

k′

)
â†kâ

′
k +

1

2

(
WkWk′ −W−1

k W−1
k′

)(
â†kâ

†
−k′ + â−kâk′

)]
+ gIBn0 ,

here P̂ is replaced by the c-number p since after the transformation, it represents the total momentum

which is conserved. Thus, we have eliminated the impurity from the problem at the expense of the

additional non-linear term (p− P̂ph)
2.
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2.1. Polarons in an ultracold quantum gas

Figure 2.5: Schematic of the LLP-transformation. By leveraging the translational invariance of the
problem, the impurity is moved into the origin of the coordinate system and thus eliminated from
the problem. While this comes at the expense of an additional non-local term, it allows for taking
full entanglement between impurity and Bose gas into account in a straightforward manner.

Variational mean-field theory

Having eliminated the impurity from the problem we can now apply an effective variational mean-

field [38, 46] treatment to (2.25). It is imperative to note that because of the LLP-transformation,

we only have to choose an ansatz for the phonons. This will take the full entanglement between

impurity and phonons into account. Ultimately, an upper bound for the ground state energy can be

calculated, which can be used to obtain an approximation for the effective polaron mass.

In the following, we will briefly summarise the variational ansatz from [37, 38] and also briefly

discuss the arising divergences. The goal of any variational ansatz is to minimise the energy

functional

E(θ) = ⟨ψ(θ)| Ĥ |ψ(θ)⟩ , (2.26)

over a given set of parameters θ [65]. The choice of a suitable trial function depends on the

exact structure of the problem; limiting cases can often provide some insights into what trial wave

functions are suitable and provide good estimates. Upon inspection of (2.25) it can be seen that

when neglecting two phonon terms and in the limit of M → ∞ the model can be solved exactly

by a simple coherent state ansatz [46]. Guided by this insight we will employ a variational ansatz,

18



2.1. Polarons in an ultracold quantum gas

where the trial function is a product of coherent states

|ψvar⟩ = Ûcoh|0⟩ , (2.27)

with |0⟩ being the phonon vacuum, which is also the ground state for gIB = 0. Ûcoh is the unitary

shift operator

Ûcoh = exp

(∑

k

αkâk + h.c.

)
, (2.28)

which transforms the phonon operators as

Û †
cohâkÛcoh = âk + αk . (2.29)

In this case, the amplitudes αk are the variational parameters over which the energy functional

E[{αk},p] =
∑

k

Ekα∗
kαk +

(p−Pph)
2 +P2

ph

2M
+ gIBn0 (2.30)

+ gIB

√
n0

Ld

∑

k ̸=0

Wk (αk + c.c.) +
gIB
2L

∑

k,k′ ̸=0

[(
WkWk′+

W−1
k W−1

k′

)
α∗
kαk′ +

1

2

(
WkWk′ −W−1

k W−1
k′

)(
α∗
kα

∗
−k′ + c.c.

)]

is minimised. Here, we have also defined the variational phonon momentum Pph =
∑

k kα
∗
kαk. To

determine the amplitudes that minimise (2.30) the saddle point equation

0 =
δE[{αk},p]

δα∗
k

= gIB
n0

Ld
Wk + Ωkαk +

gIB
L
Wk

∑

k′ ̸=0

[Wk′ Reαk + iW−1
k′ Imαk] (2.31)

can be used, where Ωk = Ek + k2

2M
− k

M
· (p−Pph). After separating the equation into its real and

imaginary part we find

Reαk = −gIBWk

√
n0L−d + L−d

∑
k′ Wk′ Reαk′

Ωk

, (2.32)

Imαk = gIBW
−1
k

L−d
∑

k′ W
−1
k′ Imαk′

Ωk

. (2.33)
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2.1. Polarons in an ultracold quantum gas

Equation (2.33) can be trivially solved by setting Imαk = 0. The real part (2.32), is a self consistent

equation, which can be resummed as a geometric series and we find

Reαk = −gIB
n0

Ld

Wk

Ωk

1

1 + gIB
Ld

∑
k′

W 2
k′

Ωk′

= −gIB
√
n0

Ld

Wk

Ωk

β . (2.34)

We note that for the Fröhlich model3 the amplitude is given by Reαk = −gIB
√

n0

Ld
Wk

Ωk
[46]. Using

the solution for the αk we find that the phonon momentum is determined by

Pph = β2gIB
n0

Ld

∑

k

k
W 2

k

Ω2
k

(2.35)

and the polaron energy takes the following form

Epol(p) =
p2 − P 2

ph

2M
+ gIBn0β . (2.36)

This enables the calculation of the effective mass. In fact, if one considers the full Hamiltonian

(2.1) the situation becomes more subtle and will be discussed in the next subsection. However,

for the (extended) Fröhlich model, it is straightforward to extract the effective mass from the

dispersion relation E(p) = E(0) + p2

2m∗ in the p → 0 limit. At this point one would usually

take the thermodynamic limit, i.e. N,L → ∞, s.t. n0 = N
Ld = cst. and 1

Ld

∑
k → 1

(2π)d

∫
ddk.

However, the ground state energy and the phonon momentum as they stand are ill defined in the

thermodynamic limit. The arising divergences depend on the dimension of the system and are of

different origin. In the following, we will discuss the causes and remedies within the variational

ansatz for one and three dimensional systems; for more involved renormalisation group treatments,

we refer to [37, 46, 67]. The two dimensional case, is not considered in this work but can be found

in [68].

We start with the one-dimensional case and note that the expressions for polaron energy and

momentum are finite and well defined. In fact, there are some subtitles involved with regularising

terms originating from normal ordering that were neglected in the derivation here, and we refer to

3i.e. when neglecting two phonon scattering terms
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2.1. Polarons in an ultracold quantum gas

attractive polaron

repulsive polaron

Figure 2.6: The polaronic ground state energy in 3D for different mass ratios and zero total
momentum. All curves have been regularised using the Lippmann-Schwinger equation (2.12).
There is a resonance within the energy spectrum, which is associated with a crossover from
attractive to repulsive polaron [38, 66]. The sharp divergence is a result of neglecting boson-boson
interaction within the (extended) Fröhlich model. In a physical system, one would not expect a
divergence but instead a smooth crossover due to boson-boson interaction preventing a diverging
number of phonons around the impurity [59].

[37, 69] for an in depth discussion.

For the three dimensional case the term
∫
d3k

W 2
k

Ωk
is ultraviolet (UV) divergent, which is caused

by the usage of a contact interaction for the impurity-boson interaction. The Fourier modes of a delta

function do not decay fast enough (in fact, they are constant) in three dimensions to render the results

finite. A straightforward and ad-hoc way to deal with this divergence is to introduce the UV-cutoff

Λ. The result can then be made independent of the cutoff by utilising the Lippmann-Schwinger

equation for a delta potential (2.12). In its discrete form the equation is given by

1

gIB
=

mr

2πaIB
− 1

Ld

Λ∑

k ̸=0

2mr

k2
, (2.37)

and relates the microscopic interaction strength gIB with the experimentally accessible scattering

length aIB. Using this substitution, all results become finite and independent of the system size in

the thermodynamic limit. In Figure 2.6, we show the energy for zero total momentum as a function
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2.1. Polarons in an ultracold quantum gas

of the impurity-boson scattering length. This shows how the polaron crosses over from a purely

repulsive polaron to an attractive polaron. The divergence would not occur in a real physical system

since it is caused by a diverging number of phonons. Such divergences are balanced by boson-boson

interaction in an interacting Bose gas.

The effective mass

The previous subsection, has demonstrated how the effective mass is calculated by using the ground

state dispersion relation of the (extended) Fröhlich Hamiltonian. This subsection emphasise some

fundamental differences between the ground state of the effective (extended) Fröhlich model and

the full Hamiltonian (2.1) for the special case of a single impurity atom. The following expands

on our previous discussions of the effective mass presented in [JJ1] and [64]. As outlined in the

previous subsection, using the variational ansatz, the approximate ground state of the system for

fixed total momentum is the polaronic solution, i.e., the total momentum of the system is carried by

the polaron. For the linearised theory, this is not limited to the employed ansatz and holds true more

generally [8, 10, 37, 38].

However, for the full Hamiltonian (2.1) the situation is significantly different and the ground

state for finite momentum is in fact not the polaronic state but the uniformly boosted system. To

show this we introduce the potential

Ω̂ = Ĥ − v · P̂tot , (2.38)

with the total momentum P̂tot = P̂+ P̂B, where

P̂B = −i
∫

ddr φ̂†(r)∇φ̂(r) (2.39)

is the momentum of the Bose gas. Finding the ground state of (2.38) for fixed v is now equivalent

to finding the ground state with fixed finite total momentum of (2.1). This relationship becomes

apparent when one views v as a Lagrange multiplier fixing the total momentum. We now introduce
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2.1. Polarons in an ultracold quantum gas

Figure 2.7: Illustrating the relationship between the different ways of calculating the effective mass.
The two potentials are connected via a Legendre transformation and one can then deduce that both
methods lead indeed to the same effective mass. The figure is based on [64].

the unitary transformation

Ûcm = exp
{(

−iMtotR̂cm · v
)}

, (2.40)

where Mtot = Nm +M and R̂cm = 1
Mtot

(
m
∫
ddr rφ̂†(r)φ̂(r) +MX̂

)
to boost into the centre

of mass frame. It can be easily verified that

Ω̂ = Û †
cmĤÛcm − 1

2
Mtotv

2 , (2.41)

holds. This relationship enables us to relate the eigenstates of Ĥ with those of Ω̂. Precisely, the

ground state value of Ω̂ for fixed v is given by

E0 −
1

2
Mtotv

2 , (2.42)

where E0 is the ground state energy of Ĥ for zero total momentum. This indeed shows that the

ground state for finite momentum (corresponding to finite v) is the boosted global ground state of

Ĥ. We conclude that by naively applying the standard definition; the effective mass evaluates to

the total mass of the system. The boosted state is not admissible in the (extended) Fröhlich model.

We will later see that enforcing locality is sufficient to find the right polaronic solution at finite

momentum. We have used two different ways of finding the effective mass so far; namely on the
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one hand we fix the total momentum, then find the constrained ground state of Ĥ and read off the

effective mass from the dispersion of E(p). On the other hand we introduce a Lagrange multiplier,

determining the un-constrained ground state of Ω and subsequently focus on Ω(v). In fact those

two quantities are related by a simple Legendre transformation

Ω(v) = E(p)− v · p = E(p)− ∂pE · p , (2.43)

where Ω(v) (E(p)) is the functional obtained by minimising Ω̂ (Ĥ) for fixed v (p). Here, we note

that when minimising Ĥ for fixed p one has to find the constrained ground state, which can be

challenging from a technical point of view. Thus Ω̂ can sometimes be useful for purely technical

reasons. The relationship is schematically depicted in Figure 2.7. We can now use the basic

properties of a Legendre transformation to arrive at

∂2vΩ(v) =
(
∂2pE(p

)−1
. (2.44)

This shows that the two definitions indeed lead to the same effective mass. Lastly, we want to

discuss yet another commonly used method to obtain the effective mass. For this method the

momentum of the Bose gas is used to obtain the effective mass; the arguments given here follow

[46]. In the polaronic state the total momentum of the system is carried by the polaron and hence

the polaron velocity is determined by vp = p/m∗. Noting that the impurity velocity coincides with

the polaron velocity at all times in equilibrium we can write vp = vI = PI/M , where PI is the

impurity velocity. Utilising momentum conservation p = PI + PB we find

p− PB

M
=

p

m∗ , (2.45)

which determines the effective mass in terms of the phonon momentum. This relation can also

easily be derived from the dispersion relation by using

vp =
dE

dp
=
p− PB

M
, (2.46)
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which once again yields (2.44). This demonstrates that using the momentum of the superfluid to

determine the effective mass is equivalent to using the dispersion relation.

2.2 The Keldysh path integral and semi-classical

approximations

This section introduces techniques, based on the Keldysh path integral formalism, which are

repeatedly used in the main text and put these into a broader context. The structure of this section

is as follows; we start by introducing the Keldysh path integral formalism and present a brief

derivation. The content of this part is mainly based on [70–72]. Using these results, we show how a

one-loop approximation leads to the semi-classical truncated Wigner approximation (TWA). From

there, we discuss, how by assuming deterministic initial conditions, the famous Gross-Pitaevskii

equation is recovered and introduce the split-step Fourier algorithm, which is a numerical scheme

to evolve the Gross-Pitaevskii equation in time. We conclude the section by discussing how the

split-step Fourier algorithm can be used in imaginary time to find the system’s ground state.

The Keldysh path integral

In this subsection, we present a derivation of the Keldysh path integral. Throughout the derivation of

the path integral, we have the Hamiltonian (2.1) for a single impurity in mind while simultaneously

trying to keep things as general as possible without much loss of clarity. It should then be

straightforward to see how the derivation can be adopted to more general settings. For notational

convenience, we drop the r dependence of the field φ̂ and implicitly assume an integral over space

where necessary. Furthermore, we assume that the initial configuration of the system is given

by the density matrix ρ̂0. Here, we note that for the situations we have in mind, the system’s

evolution starting from a specific state is of interest, and thus the exact initial conditions are of

crucial importance. This is in contrast to applications of the Keldysh formalism for steady-state

situations,4 where a non-equilibrium configuration is achieved by continuously driving the system

4see for example [73, 74]
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and thus the initial conditions are irrelevant. More precisely, the goal is to calculate the expectation

value of an observable of the form Ω̂(φ̂(†), X̂, P̂, t). From standard quantum mechanics [65] we

know that this expectation value can be expressed as

⟨Ω̂(φ̂(†), X̂, P̂, t)⟩ = Tr
{
ρ̂0Tτe

i
∫ t
0 Ĥ(τ)dτ Ω̂(φ̂(†), X̂, P̂, t)e−i

∫ t
0 Ĥ(τ)dτ

}
, (2.47)

where Tτ denotes the Keldysh time ordering. The Keldysh time ordering orders the operators along

the contour going from times 0 to t and then back to 0 (see Figure 2.8). In other words, later times

always appear closer to Ω̂. We proceed by first discretising the temporal evolution

Tτe
i
∫ t
0 Ĥ(τ)dτ = lim

N→∞

N∏

n=1

eiĤ(τn)∆τ (2.48)

and then inserting the identity

id =

∫
dpidxidφ

(∗)
i

e−|φi|2

π
|xi⟩ ⟨pi| ⟨xi|pi⟩ |φi⟩ ⟨φi| , (2.49)

between any discrete time slice. Since the momentum (position) and the field operators commute

we can view (2.49) as the tensor product of two identities acting on the appropriate sub-spaces.

Evidently, we may generalise this identity to an arbitrary number of particles and fields. After

inserting the identity for the forward contour we can use the general fact that for two non commuting

operators A, B with associated eigenstates |ai⟩, |bi⟩ [71] the relation

eiĤ(τi)∆τ =

∫
daidbi |ai⟩ ⟨ai|

(
1 + ∆τ

∑

n,m

Ân(τi)B̂
m(τi) +O(∆τ 2)

)
|bi⟩ ⟨bi| (2.50)

=

∫
daidbi |ai⟩ ⟨bi| ⟨ai|bi⟩ ei∆τH(τi,ai,bi) +O(∆τ 2)

holds, to compute the effect of inserting a momentum-position identity. We note that the backwards

contour can be dealt with in the same way, with the only difference that we now use the complex

conjugate. For the field operators, the procedure only involves one set of states and therefore no

overlap at equal times. Nevertheless, owing to the overcompleteness of the coherent state basis an
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t τ0
Figure 2.8: Illustration of the Keldysh-time-contour. The forward (backward) path is associated
with the time propagation to the left (right) of the observable. Operators on the upper (lower) part
of the contour are commonly denoted with the subscript + (−), which indicates the sign of the time
evolution. In contrast to equilibrium settings or the time evolution of pure states, the degrees of
freedom are doubled by the presence of the two contours.

additional normalisation factor has to be accounted for. Lastly, we need to keep in mind that after

every identity there will be an overlap of two mismatched eigenstates with index i and i+ 1. This

gives the extra terms

⟨xi|pi+1⟩ = exp{ipi+1xi} , (2.51)

⟨φi|φi+1⟩ = exp

{
1

2

(
−|φi|2 − |φi|2 + 2φ∗

iφi+1

)}
. (2.52)

Combining it all, we find the discretised exponent for the forward (backward) contour

exp

{
±i∆τ

N∑

i=1

{
−H(φ∗

i,±, pi,±, xi,±) + pi+1,±
xi+1,± − xi,±

∆τ
+ iφ∗

i+1,±
φi+1,± − φi,±

∆τ

}}
.

(2.53)

For the impurity the time derivative stems from combining the mismatched overlap terms as well

as the overlap of the form ⟨xi|pi⟩. For the fields the time derivative arises from combining the

mismatched overlap terms with the additional normalisation factor of the coherent state expansion.

Additionally, there are two boundary terms and a bulk term5 of the form

exp{−iaN,+bN,+ + iaN,+bN,− − ia0,−b0,−} , (2.54)

5These terms can be attributed to the overlap of the identity between forward and backward contour.
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where a = p (φ∗) and b = p (−iφ). It is now possible to take the continuum limit by letting ∆τ → 0

and N → ∞. Leaving us with the expression

⟨Ω̂(φ̂(†), X̂, P̂, t)⟩ =
∫

D
[
φ∗
±, x±, p±

]
⟨φ+(0), x+(0)| ρ̂ |φ−(0), x−(0)⟩Ω

(
φ+, φ

∗
−,P+,X−

)

(2.55)

×eiSe−|φ+(t)|2−|φ−(0)|2+φ∗
+(t)φ−(t)−i(p+(t)x−(t)p+(t)x−(t)+p−(0)x−(0)) ,

where we have defined the action

S =

∫ t

0

dτ
{
φ∗
+i∂τφ+ − φ∗

−i∂τφ− + p+∂τx+ − p−∂τx− +H+ −H−
}
, (2.56)

and H± denotes the classical Hamiltonian evaluated on the forward (backward) contour.

Truncated Wigner approximation

In the previous subsection, we have seen how to express the expectation value of an arbitrary

observable as a path integral. We also discussed how the Keldysh path integral is suitable for

addressing out of equilibrium settings. This flexibility came at the expense of doubling the degrees of

freedom. In particular, the representation used in (2.55) splits the integration variables into forward

and backward contour. While this representation is useful for deriving a closed-form expression, it

is not the most convenient representation for performing semi-classical approximations. From the

Feynman path integral for quantum mechanics, it is well known that the saddle point approximation

of the path integral recovers the classical equations of motion [65]. Inspired by this result, the

question arises whether a transformation of variables can make such a relation explicit for the

Keldysh path integral. Indeed, one can split the integration variables into quantum and classical

parts. This representation lends itself for performing calculations and will turn out to be crucial for

deriving the truncated Wigner approximation. The decomposition into quantum and classical fields
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2.2. The Keldysh path integral and semi-classical approximations

is done in the following way

φ
(∗)
± = φ(∗)

c ± φ(∗)
q /2 , (2.57)

x± = xc ± xq/2 , (2.58)

p± = pc ± pq/2 . (2.59)

We will later see that the classical field is called as such since its evolution coincides with the

classical counterpart of the quantum mechanical system. After performing the redefinition the

expectation value of an arbitrary observable can be expressed as

⟨Ω̂(φ̂(†), X̂, P̂, t)⟩ =
∫

dp0dx0dφ
(∗)
0 W

(
x0, p0, φ

(∗)
0

)∫
D
[
φ
(x)
c/q, xc/q, pc/q

]
(2.60)

Ω
(
xc(t), pc(t), φ

(∗)(t)
)
exp

{
i

∫ t

0

dτ
[
xq∂τpc − pq∂τxc − [iφ∗

c∂τφq + c.c.]

+H
(
pc + pq/2, xc + xq/2, φ

(∗)
c + φ(∗)

q /2
)
−H

(
pc − pq/2, xc − xq/2, φ

(∗)
c − φ(∗)

q /2
) ]}

.

It is important to note here that we have already integrated out the boundary terms at t, which is

equivalent to writing Ω in its symmetrically ordered form. The initial conditions are now encoded

in the Wigner function

W
(
x0, p0, φ

(∗)
0

)
=

∫
dξdη(∗)

〈
x0 −

ξ

2
, φ0 −

η

2

∣∣∣∣ ρ̂0
∣∣∣∣x0 +

ξ

2
, φ0 +

η

2

〉

eip0ξ−|φ0|2− 1
4
|η|2+ [η∗φ0+ηφ∗

0]

2 .

Expanding the term H+ −H− in the quantum fields, one finds that there are only terms linear in

the quantum fields and of order three and higher (corresponding to second order and higher in ℏ).

Hence in a one loop approximation6 the quantum fields will only contribute linearly, which leads to

6The one loop approximation corresponds to neglecting terms of order two and higher in ℏ.
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2.2. The Keldysh path integral and semi-classical approximations

an action of the form

S =

∫
dt

{
xq∂τpc − pq∂τxc − [iφ∗

c∂τφq + c.c.] + xq
δH
δxc

+ pq
δH
δpc

+

[
φq
δH
δφ∗

c

+ c.c.

]}
.

(2.61)

Here, we implicitly assume that the partial derivatives of the Hamiltonian are evaluated with all

quantum variables set to 0. Through this approximation it is now possible to integrate out the

quantum fields and we find that this integration yields functional δ-distributions, which simply

enforce the classical equations of motion

∂τpc = −δH
δxc

, ∂τxc =
δH

δpc
, (2.62)

i∂τφc =
δH

δφ∗
c

. (2.63)

Given one solves the classical equations of motion, the only step that remains is to integrate over the

initial conditions weighted by the Wigner function. In practice, there are several ways this can be

achieved if there is no closed form solution. The Wigner function is, in general, a quasi-probability

distribution and the integral over the initial conditions can be solved using Monte Carlo methods. In

many cases the Wigner function tuns out to be a true probability distribution and it is possible to

sample directly from it, significantly simplifying the procedure. If the accuracy achieved by the

truncated Wigner approximation is insufficient, it is possible to further improve the approximation

by keeping higher orders in the quantum fields. This will result in additional quantum jump terms.

The scope of this work is confined to the truncated Wigner approximation, but further details are

available in [70].

Gross-Pitaevskii equation

The Gross-Pitaevskii equation (GPE) is a semi-classical mean-field equation often used as a first

approximation to understand the behaviour and the ground state of an ultracold bosonic gas [18, 19].

Generally speaking, the GPE is applicable to weakly interacting Bose gases, where most particles
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2.2. The Keldysh path integral and semi-classical approximations

are in the same state. For a more detailed discussion on its validity and some worked examples, we

refer to [18, 19].

This subsection aims to show that the GPE can in fact be seen as a special case of the TWA with

deterministic initial conditions. For simplicity, we discuss the GPE for a Bose gas without impurity,

where the general Hamiltonian is given by

Ĥφ =

∫
ddr φ̂†(r)

(−∆

2m
− µ+

gBB

2
φ̂†(r)φ̂(r) + V (r)

)
φ̂(r) (2.64)

and note that a detailed discussion of the case with impurity is given in chapter 4. For deterministic

initial conditions the Wigner function takes the simple form

W (φ, φ∗) = δ [φ(r, 0)− φ0(r)] , (2.65)

where again the delta function is to be understood in a functional sense. Together with the results

from the previous subsection we can now write down the time dependent GPE

i∂tφ(r, t) =

(−∆

2m
− µ+ gBB|φ(r, t)|2 + V (r)

)
φ(r, t) , (2.66)

which describes the time evolution of a (trapped) Bose gas starting at t = 0 in the state φ0(r).

Setting ∂tφ(r, t) = 0 recovers the time independent GPE which can be used to find an approximate

ground state of the system. The meaning of the GPE in terms of quantum mechanical states can be

easily seen from the derivation of the path integral. Namely, the GPE can also directly be found

from the Hamiltonian by limiting the time evolution of the system to the sub-manifold of coherent

states and then minimising the arising energy functional [18].

The split step Fourier method

The split-step Fourier method is an efficient pseudospectral method for solving partial differential

equations [75]. In this subsection, we introduce the split-step Fourier method to solve the GPE

and show how it can be combined with the imaginary time evolution to find the ground state
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2.2. The Keldysh path integral and semi-classical approximations

wave function of the system. We start by introducing the split-step Fourier method for the single

component GPE (2.66). From there, it is straightforward to see how it can be generalised to two-

component GPEs or combined with the time propagation of an impurity in position-momentum

representation.

The GPE can be solved formally for infinitesimal dt by writing

φ(r, t+ dt) = e−iHdtφ(r, t) , (2.67)

where H = T + V = −∆
2m

+ (gBB|φ(r, t)|2 + V (r)). This propagates the wave function from t to

t+ dt. By using the Zassenhaus formula [76] the operator exponential can be written as

ei(T+V )dt = eiTdteiV dtei[T,V ]dt2 +O(dt3) = eiTdteiV dt +O(dt2) , (2.68)

where by [· , ·] we denote the commutator between two operators. For sufficiently small dt we can

therefore use this relationship to propagate the wave function in time with local error of at most

dt2. For the special case, where T is a derivative operator,7 we note that this operator is diagonal in

Fourier space, which makes evaluating the exponential in Fourier space simpler and computationally

efficient. Denoting the (inverse) Fourier by F (F−1) we can therefore write the time propagation as

φ(r, t+ dt) = F−1
{
e−idt k2

2mF
[
e−idt(V (r)+gBB|φ(r,t)|2)

]
φ(r, t)

}
, (2.69)

where we stress that all exponentials are taken of scalars and no operator (matrix) exponentials have

to be evaluated. By iteratively applying this relationship we can now propagate the wave function

in time.

The local error can be improved upon by using more sophisticated operator splittings [75]. One

of the most well-known and widely applied methods is the symmetric split-step Fourier method [77],

which has a local error of O(dt3). For most results in this work where a split-step Fourier method

was used, symmetric splitting was applied. Here, instead of doing a full time step for the non-linear

7In particular, here T is the Laplacian.
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2.2. The Keldysh path integral and semi-classical approximations

part, one starts by only performing half a time step for the non-linear part. Subsequently, the entire

momentum space step is carried out. Then, the wave function is propagated by the remaining half

time step of the non-linear part (where the non-linear part is evaluated at the updated wave function).

As mentioned, this has the advantage of a smaller error while also only having to perform the

Fourier transform once.

Besides real-time propagation, another important application of the split-step Fourier algorithm

is its use to perform an imaginary-time evolution. Performing the evolution in imaginary time

permits the discovery of the ground state of a given system. Here, one starts with a random wave

function φ(r), where it is assumed that the overlap between the ground state and φ(r) is non zero.

After performing a Wick-rotation, i.e. idt → τ (2.69) is repeatedly applied. After each step, the

wave function needs to be normalised again, since the algorithm is not norm preserving in imaginary

time. To see that this method indeed converges to the ground state of the system, we write the time

propagation in terms of its spectral decomposition

φ(r, τ + dτ) =
∑

n

anφn(r)e
−ϵnτ , (2.70)

where ϵn are the eigenenergies. At each time step, we observe that every mode gets damped

exponentially with higher energies decreasing faster and the ground state amplitude decays the

slowest. Normalising the wave function after every step ensures that the wave function does not

decay below numerical precision and that only the ground state mode survives after a sufficiently

long time. It is important to note that this method’s applicability relies on the energy spectrum of

the system being gapped.
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CHAPTER 3

Strong-coupling Bose polarons in 1D: Condensate deformation

and modified Bogoliubov phonons

This chapter is based on [JJ1] with some verbatim textual overlap.

3.1 Polarons in lineland

In the following two chapters, we address the polaron in and out of equilibrium in one dimension.

One-dimensional systems have proven to behave quite differently from their higher dimensional

counterparts [78]. A lot of somewhat specialised tools ranging from the famous Bethe-ansatz [79]

to more modern approaches borrowing ideas from conformal field theory [80] have been developed

to address one-dimensional systems. While all those methods answer interesting questions in their

Figure 3.1: In this chapter, we consider an impurity in a one-dimensional ultracold Bose gas. In
equilibrium, the impurity perturbs the surrounding gas, and a Bose polaron is formed.
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own right, in the present work we take a different approach. The following two chapters aim

to apply general methods applicable in d-dimensions to the one-dimensional problem. Most of

these methods have not been established in the context of Bose polarons yet, and are therefore

novel. The motivation to focus on one-dimensional systems is, on one hand, out of convenience to

establish a proof of concept and, on the other hand, to uncover effects otherwise suppressed in higher

dimensions. Additionally, the Bose polaron in one dimension has been realised experimentally

[22], see Appendix A for a brief discussion of the experiment and a comparison with the theory

developed in this chapter.

Analytical solutions to a wide range of problems are available in one dimension. As per the

discussion to follow, this is also the case for the stationary mean-field equations of the Bose polaron

in one dimension [56, 58]. We will build on these findings and use the analytical solutions to

construct a quantum description by expanding around the mean-field solution and then including

quantum fluctuations up to second order. Doing so, we find remarkable agreement with quasi-

exact diffusion Monte Carlo (DMC) simulations. The success of this seemingly simple approach

is explained by observing that we already take the condensate deformation and the associated

boson-boson interaction into account on the mean-field level. We also touch upon the subtleties of

using the standard definition of the effective mass for the full Hamiltonian discussed in section 2.1

and show that those can be addressed by choosing adequate boundary conditions. We then point

out some crucial differences between our approach and those taken by other authors [57, 58]. To

conclude this chapter, we present a detailed discussion on how one can include quantum fluctuations

on top of the mean-field solution and demonstrate how to deal with the divergences typically arising

for such treatments.

Introduction

This chapter considers the equilibrium properties of the one-dimensional Bose polaron. Many

theoretical works considering the Bose polaron in equilibrium focus on the (extended) Fröhlich

model or other linearised effective models, where the impurity couples to the excitations of a uniform

superfluid (see section 2.1) [33–38, 45]. To study the equilibrium properties of the linearised model,
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sophisticated methods have been developed including variational [38, 40, 41], field-theoretical

[33, 43–45], renormalisation group (RG) [37, 46] and open-system approaches [48], as well as

Quantum Monte-Carlo simulations [37, 49, 50]. Despite the use of highly accurate methods to

solve the extended Fröhlich model in one dimension, their comparison with results obtained from

quasi-exact diffusion Monte-Carlo (DMC) calculations show that the extended Fröhlich model is

only valid in the weak coupling regime. The limited applicability of the (extended) Fröhlich model

is because the condensate deformation becomes substantial, when the impurity-boson interaction is

large. This deformation can act as an effective potential for the impurity, leading to a self-bound

state. This state is not accounted for correctly within the (extended) Fröhlich model, which is in

contrast to the 3D case, where the normalised impurity-Bose interaction needs to exceed a threshold,

determined by the inverse gas parameter [81, 82], for a self-bound state to occur. For a typical

condensate, the gas parameter is very small, and the (extended) Fröhlich model remains valid over a

wide range of coupling strengths. To address the shortcomings of the (extended) Fröhlich model, we

expand the bosonic field operators about the exact mean-field solution in the presence of a mobile

impurity in the LLP-frame [8]. This approach has two significant advantages; it incorporates the

backaction of the impurity already on the mean-field level as previously done in [81–83], while

at the same time retaining the full entanglement between the impurity and the bosonic field by

working in the LLP-frame. The remainder of this chapter is structured as follows: A derivation of

the analytical expressions for the mean-field polaron wavefunction is initially shown, from which

previous approximations for the polaronic mass and energy are reproduced. Subsequently, we

solve the corresponding Bogoliubov-de Gennes equations in a self-consistent approach to include

quantum corrections. Our results are benchmarked against quasi exact DMC results [37], where

we find excellent agreement in all regimes for repulsive interactions. This validates the hypothesis

that expanding around the non-uniform condensate is an excellent starting point. We also present

results for attractive interactions. Here too, we find good agreement with DMC results for the

energy of the polaron but poorer agreement for the polaron mass. We attribute this discrepancy to

the existence of many-particle bound states in the attractive regime [37, 49]. Before delving into

the details of the calculations, a few remarks are in order. Strictly speaking, there is no BEC in a
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homogeneous 1D system [84]. In addition, the quasi-particle concept is believed to break down

[63, 85] due to a diverging number of low energy excitations emitted by the impurity. Thus, special

care must be taken during the calculating of quantum effects. While other treatments of the 1D

polaron in the LLP frame exist which account for the deformation of the condensate [56–58, 86],

the scope of extending them to incorporate quantum fluctuations is limited. Lastly, we note that

our approach naturally carries over to higher dimensions, with the only difference being that the

mean-field equations lack analytical solutions here.

3.2 The model

Our starting point is a single impurity atom coupled to an ultracold Bose gas in one dimension,

described by the one-dimensional version of (2.1)

Ĥ =

∫
dx φ̂†(x)

(
− 1

2m
∂2x +

gBB

2
φ̂†(x)φ̂(x)− µ+ gIBδ(x− X̂)

)
φ̂(x) +

P̂ 2

2M
. (3.1)

The relative interaction strength is denoted by η = gIB/gBB. The healing length ξ = 1/
√
2mµ

and the speed of sound c =
√
µ/m have already been defined in section 2.1. As discussed in

section 2.1, expanding the bosonic field operator in (3.1) around a homogeneous condensate as

φ̂(x) =
√
n0 + ξ̂(x) with n0 = N/L leads to the (extended) Fröhlich Hamiltonian (see section 2.1).

In this work, we choose a different starting point and consider the effects of the impurity at the

condensate level itself.

We proceed as in the case of the Fröhlich model and eliminate the impurity position operator

from (3.1) by a Lee-Low-Pines (LLP) [8] type transformation

ÛLLP = exp
(
−iX̂P̂B

)
. (3.2)

Here, in contrast, the total momentum of the bosons P̂B enters. As discussed in section 2.1 ÛLLP

transforms to a co-moving frame, where the impurity sits at the origin of the coordinate system,

and its momentum is transformed to the total conserved momentum of the system and thus can
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Figure 3.2: Mean-field a) density and b) phase for various repulsive couplings. All other parameters
are as in [22], i.e. M/m = 0.47, the peak density n0 = 7/µm and gBB = 2.36× 10−37Jm. For the
phase we fixed u = 0.01c, which determines the total momentum on the mean-field level.

be treated as a c-number, denoted by p. By eliminating the impurity from the problem through

an exact transformation, the entanglement between the impurity and the condensate is already

included on the mean-field level. Thus, we do not have to assume a factorised wave function, as, for

example, done in [82, 83]. At the same time an impurity-mediated interaction between the bosons

∼
∫
dx
(
p− P̂B

)2
/2M appears in the transformed Hamiltonian. To treat this, it will prove helpful

to introduce a Hubbard-Stratonovich field û, resulting in

ĤS
LLP =

∫
dx φ̂†(x)

(
− 1

2mr

∂2x +
gBB

2
φ̂†(x)φ̂(x)− µ+ gIBδ(x)

)
φ̂(x) (3.3)

+û
(
p− P̂B

)
− 1

2
Mû2 ,

where û satisfies Mû = p− P̂B, and can thus be viewed as the impurity velocity. When working

in the LLP frame it will prove useful to introduce the re-scaled healing length ξ̃ =
√
m/mrξ and

speed of sound c̃ =
√
m/mrc.

3.3 Mean-field equations in the presence of the impurity

In this section we present the mean-field solutions of (3.3) for finite momentum. We now expand

the operators around their mean-field solutions φ̂(x) = φ(x) + ξ̂(x) and û = u+ δû where φ(x)
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and u are chosen to solve the mean-field equations of (3.3), given by

(
− 1

2mr
∂2x + gBB|φ(x)|2 − µ+ iu∂x

)
φ(x) = 0 , (3.4)

∂xφ(x)
∣∣∣
0+

0−
= 2mrgIBφ(0) , (3.5)

φ(L
2
) = φ(−L

2
) , (3.6)

subject to the additional boundary condition |φ(±L/2)|2 = n0 + O(1/L). We also require the

mean-field velocity to satisfy

Mu = p− PB , (3.7)

which is essentially momentum conservation. In practice, it is convenient to find the solution for a

fixed u and then calculate the corresponding total momentum p using the above relationship. To

remedy the problem of the uniformly boosted system being the ground state, we require that the

polaron is a local quantity. Thus the condensate must be stationary far away from the impurity up to

1/L corrections, i.e. ∂xθ(x) ∼ 1/L for large |x|. Solutions to the mean-field equations of the form
√
n(x)eiθ0(x) exist in the literature where the phase is not periodic [86, 87] and have been applied

to the 1D polaron before [56–58]. The non-periodic phase corresponds to unphysical sources at the

boundary and leads to incorrect predictions, such as a negative kinematic polaron mass. To correct

for this flaw, we make the ansatz φ(x) = φ̃(x)eiθ1(x), where θ1 will correct the boundary conditions.

As shown later, θ1 will be of order x/L and therefore satisfies the condition of the condensate being

approximately stationary at the boundary. After inserting this ansatz into (3.6) we find

(
− 1

2mred

∂2x + gBB|φ̃(x)|2 − µ̃+ iũ∂x

)
φ̃(x) = 0 ,

∂xφ̃(x)
∣∣∣
0+

0−
= 2mredgIBφ̃(0) , (3.8)

eiθ1Lφ̃(L/2) = φ̃(−L/2) ,

where we introduced the following definitions: µ̃ = µ + (∂xθ1)u/M + O(1/L2) and ũ = u −

(∂xθ1)/(mr). Both additional terms are again of order 1/L. The solution to those equations can be
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found by inserting the ansatz into the mean-field equations and then first solving the arising second

order differential equation for
√
n(x). Using this result the phase can be determined, see [86, 87]

for more details. The result is as follows; for the density we find

n(x) =
µ

gBB

(
1− β sech2

(√
β/2(|x|+ x0)/ξ̃

))
,

with β = 1− u2

c̃2
+O(1/L2) and µ = gBBn

MF
0 − (∂xθ1)u+O(1/L2); where O(1/L2) contributions

will have no effect on any observables considered in this chapter. The phase is subsequently

determined to be

θ0(x) =





f(x) x > 0

2f(0)− f(−x) x < 0

,

f(x) = arctan
( √

4u2β/c̃2

e
√
2β(x+x0)/ξ̃ − 2β + 1

)
, (3.9)

If we consider the mean-field solution alone we determine the mean-field density to be

nMF
0 = n0(1 + 2

√
2βξ̃/L(1− tanh

(√
β/2x0/ξ̃

)
)) +O(1/L2) , (3.10)

where n0 = N/L is the average boson density. When considering quantum fluctuations later on, the

mean-field density needs to be adjusted. The jump condition determines x0 through a third order

polynomial in α = tanh
(√

β/2x0/ξ̃
)

− β3/2α3 − βη√
2n0ξ

α2 + β3/2α =
ηβ√
2n0ξ̃

. (3.11)

This equation has up to three solutions but only one solution is stable. In general, a solution only

exists if the impurity velocity does not exceed a critical value. The critical value can be extracted
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Figure 3.3: a) The critical velocity as a function of η

n0ξ̃
. The approximations are shown as dotted

lines. It is clear that for weak and strong coupling, the approximations are in good agreement with
the exact solution. b) In the (extended) Fröhlich model, one expands around the uniform condensate,
and many phonons are excited in the strong coupling limit; thus, one has to take phonon-phonon
interaction into account. c) When expanding around the deformed condensate, the influence of the
phonons remains small, even for strong couplings. Figures b) and c) are based on [88].

from the jump condition [86] and is determined implicitly by

η

n0ξ̃
= 4(1− 4(u/c̃)2)

(√
1 + 8(u/c̃)2 − (1 + 2(u/c̃)2)

)1/2

4(u/c̃)2 − 1 +
√

1 + 8(u/c̃)2
. (3.12)

For weak and strong coupling we can derive the approximations

uc = c̃





1− 3
4

(
η

n0ξ̃

)
η ≪ 1

n0ξ̃√
2η

η ≫ 1

. (3.13)

In Figure 3.3 we show the critical velocity as a function of the scaled coupling and the quality of

the analytical approximation. Here we can see that for the limit η → 0, the Fröhlich result for the

critical velocity is recovered, with the only difference that c is replaced by c̃. This is a result of the

LLP transformation. For strong couplings, the situation is vastly different. The critical velocity

approaches 0, which can be explained by realising that in 1D, the condensate is entirely depleted

around the impurity and is effectively split. The critical velocity approaching zero also shows that

the polaron always becomes unstable at finite velocity for sufficiently large interactions in one
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dimension, which is not observed in the (extended) Fröhlich model.

For finite momentum, the condition for x0 has to be solved numerically but in the limit u→ 0

we find for gIB > 0: x0 = ξ̃√
2
log(y), with y =

√
1 + 8

n2
0ξ̃

2

η2
+2

√
2n0ξ̃
η

. Lastly, we fix θ1(x) to ensure

the periodicity of the phase by

θ1(x) = 2 [f(0)− f(L/2)]
x

L
. (3.14)

The 1/L corrections are indeed important when calculating physical quantities. This can be seen by

considering the boson momentum

PB =

∫
n(x)∂xθ(x) dx =

∫
n(x)∂xθ0(x) dx+ n0 [2(f(0)− f(L/2)] . (3.15)

Interestingly, one can use the same solutions on the attractive side (gIB < 0). Here, we find

x0 → xa0 = x0 + iπ/2ξ̃(2/β)1/2. It is instructive to insert the attractive solution xa0 into (3.9) and

obtain the density profile for the attractive side explicitly

na(x) =
µ

gBB

(
1 + β csch2

(√
β/2(|x|+ x0)/ξ̃

))
. (3.16)

It becomes apparent that the density far away from the impurity is now lowered instead of increased,

and is given by nMFa
0 = n0(1− 2

√
2βξ̃/L(coth

(√
β/2x0/ξ̃

)
− 1)) +O(1/L2). This seemingly

small correction can have a profound impact for |η| ≫ 1. In this limiting case coth
(√

β/2x0/ξ̃
)

diverges and a microscopically large amount of the bosons aggregates around the impurity. For

a finite system, this signals a collapse of the condensate onto the impurity. This violates the

assumption of a dilute gas around the impurity, which is required to ensure the validity of the

mean-field treatment. Due to those effects, we restrict our analysis of the attractive side to moderate

values of |gIB|.

In Figure 3.2 and Figure 3.4, mean-field predictions for condensate density and phase are shown

for different repulsive and attractive values of the interaction strength and a slowly moving impurity.

From the analytical solution, we can derive a parameter characterising the relative condensate
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3.3. Mean-field equations in the presence of the impurity

Figure 3.4: Mean-field a) density and b) phase for various attractive couplings. All other parameters
are as in [22], i.e. M/m = 0.47, the peak density n0 = 7/µm and gBB = 2.36× 10−37Jm. For the
phase we fixed u = 0.01c, which fixes the total momentum on the mean-field level.

deformation

η/n0ξ = η
√

2γ, (3.17)

with γ = γmr/m. Here,

γ = 1/(2n2
0ξ

2) , (3.18)

is the Tonks parameter of the 1D Bose gas [79, 89], which should be less than unity for the

Bogoliubov approximation to hold. The deformation becomes sizable if η/n0ξ ∼ 1.

Energy and effective mass on the mean-field level

With the analytical expressions for the condensate density and phase we can calculate the polaron

energy from

Ep = E(gIB)− E(gIB = 0) , (3.19)

and the effective mass m∗ of the polaron using (2.45)

M/m∗ = lim
p→0

(
1− PB

p

)
, (3.20)
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3.3. Mean-field equations in the presence of the impurity

Figure 3.5: Polaron a) energy and b) effective mass for the repulsive polaron. The curves are
obtained using different theoretical methods; all parameters are as in [22], where γ ≈ 0.438. The
DMC, RG and MF (both based on the extended Fröhlich model) curves were calculated in [37].
We find exceptional agreement with the DMC results for the energy and the effective mass when
expanding around the right mean-field solutions and including quantum fluctuations. Only for
the very strong coupling regime, we do not predict a saturation of the effective mass. We explain
this deviation from DMC results by noting that the DMC curves are obtained for a finite number
of bosons. Therefore the total mass of the system is finite and possesses an upper bound for the
effective mass. The condensate deformation becomes relevant for η/n0ξ > 1 (3.17), corresponding
here to η > 1.9, where predictions from the ext. Fröhlich model start to deviate from the full model.

with PB being the mean-field momentum of the condensate. This yields

Er,a
p = gIBn0

( |y| ∓ 1

|y| ± 1

)2

+
8

3
n0c̃

(
3|y| ± 1

(|y| ± 1)3

)
, (3.21)

for the energies of the repulsive (E(r)
p , upper sign) and attractive (E(a)

p , lower sign) polaron, and for

the mass:
M

m∗ =
M(y2 − 1)

8n0ξ̃mr

√
2 +M(y2 − 1)

. (3.22)

These expressions agree with previous findings in [56] and [58]. It is interesting that for η → ∞,

(3.21) approaches the energy of a dark soliton, and the effective mass m∗ goes to infinity which is

in contrast to results obtained from the extended Fröhlich Hamiltonian [37]. The explanation for

this is quite intuitive; in one dimension, the impurity splits the condensate for η → ∞, and thus the

impurity has to push an infinite (in the thermodynamic limit) number of bosons away to move. The

previously mentioned collapse of the condensate to a multi particle-bound state on the attractive

side for η ≫ 1, can also be seen by noting that Ea
p → −∞ for η → −∞.
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3.4 Boundary conditions

This subsection addresses the importance of periodic boundary conditions for correctly calculating

the effective mass. When imposing periodic boundary conditions, one finds a constant density far

away from the impurity, as expected. Nevertheless, the phase is linearly changing at the order of

1/L and is, therefore, not constant. One might be tempted to use a solution where both density

and phase are truly constant, far away from the impurity (up to exponentially small corrections).

A solution with this different boundary condition would still be given by the mean-field solution

stated above with θ1(x) = 0. The effective mass can then be deduced from the wave function in the

same manner as was done for periodic boundary conditions. Calculating the effective mass this way,

one finds that the effective mass decreases for increasing η, and it can even become negative. This

unphysical result is in disagreement with DMC results. In addition, it also contains a phase jump

at infinity, which introduces a nonsensical source term there. Addressing this issue from a more

technical perspective, it becomes clear that, functional derivatives cannot be taken for constant-phase

solutions. On a mean-field level, this can be alleviated by modifying the functional derivatives by

exactly this source term, as has been done in the context of solitons [90, 91]. Another possible way

to deal with the phase problem is to integrate the phase as done in prior work [58]. Upon considering

quantum fluctuations in addition to the mean-field solution, none of the methods mentioned above

allow a straightforward generalisation. We found expanding about a periodic mean-field solution

to be indispensable for the Bogoliubov theory and note that this issue persists when extracting

the mass from the total momentum dependence of the mean-field energy of the system. When

enforcing the non-periodic phase and expanding the total mean-field energy to quadratic order in

the total momentum as E ≈ E0 +
p2

2m∗ , one obtains an incorrect result for the polaron mass m∗. On

the other hand, when extracting the polaron mass from expanding in u as E ≈ E0 +
1
2
m∗u2 one

fortuitously obtains the correct result with both periodic and non-periodic [57] mean-field solutions.

These difficulties can be attributed to the fact that the mean-field equations of motion do not form a

Hamiltonian system, unless the phase correction is applied. For the full quantum system, one can
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Figure 3.6: Polaron a) energy and mass b) calculated using different methods for attractive impurity
couplings. All parameters are as in [22], and the RG, MF (based on the extended Fröhlich model),
and DMC curves were calculated in [37]. A surprisingly good agreement is achieved with the
DMC results for the polaron energy, while the agreement is less good for the mass. We explain
this by the collapse of the solution to a multi-particle bound state, where we do not expect the
mean-field solution to be a good approximation. Furthermore, we do not observe the transition from
the attractive to the repulsive polaron observed in the Fröhlich model, signalled by the breakdown
of the RG treatment. For more details on this transition, we refer to [37, 38].

deduce that the fundamental relation

dE

dp
= u (3.23)

holds exactly by the Feynman-Hellman theorem [92]. Incidentally, this relation can be used to

obtain M/m∗ = limp→0(1− PB

p
) which, as described in section 2.1, is used, to compute the polaron

mass. With periodic boundary conditions, one retains the exact relation (3.23) within the mean-field

theory. On the other hand, when the non-periodic solution is used a short calculation gives the

relation

dEnp

dp
= u− un̄

d

dp
∆θ , (3.24)

where Enp is the total mean-field energy of the non-periodic state, n̄ is the average density, and ∆θ

is the phase change across the condensate.
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3.5. Quantum fluctuations

3.5 Quantum fluctuations

The following paragraph will outline how one can calculate the first-order quantum corrections

using a generalised Bogoliubov transformation. After expanding the fields in ĤS
LLP in the quantum

fluctuations we find up to second order in ξ̂†(r) and δû

ĤS
LLP =

∫
dx

[
ξ̂†(x)

(
− 1

2mr

∂2x + 2gBB|φ(x)|2 − µ+ gIBδ(x) + iu∂x

)
ξ̂(x) (3.25)

+
gBB

2

(
φ(x)2ξ̂†(x)2 + h.c.

)]
−iδû

∫
dx
(
ξ̂†(x)∂xφ(x) + φ∗(x)∂xξ̂(x)

)
− 1

2
Mδû2 ,

where the correction to the impurity velocity is given by

Mδû = −i
∫ [

φ∗(x)∂xξ̂(x) + ξ̂†(x)∂xφ(x)
]
dx+O(ξ̂(x)2) . (3.26)

The quadratic Hamiltonian (3.25) can be diagonalised by a Bogoliubov rotation to a generalised

basis of phonons on a deformed background. For distances far from the impurity, i.e. |x| → ∞,

these phonons look like the ones of a homogeneous BEC. This allows us to extract the quantum

depletion.1 For the quantum-corrected density far away from the impurity, we find

n0 = nMF
0 +

1

π

√
mrgBBnMF

0 . (3.27)

Thus we have to adjust the mean-field density accordingly. To diagonalise (3.25) we observe that all

terms involving δû become non local and thus difficult to handle in general, except for the special

case p = 0. This enables us to diagonalise (3.25) and to calculate the polaron energy for p = 0

without further approximations. For a moving impurity we introduce an approximation setting

δû = 0 and keep u as variational parameter in the mean-field equations. After diagonalising the

remaining quadratic Hamiltonian (3.25) u is determined selfconsistently by

Mu = p− ⟨P̂B⟩ , (3.28)

1See [55] for a detailed discussion on how to regularise the arising UV-divergences of the zero-point energy.
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3.5. Quantum fluctuations

⟨P̂B⟩ = −i
∫
φ∗(x)∂xφ(x) dx− i⟨

∫
ξ̂†(x)∂xξ̂(x) dx⟩ ,

where the expectation value is taken with respect to the phonon vacuum.

Numerical details

We now discuss the numerical details of the method used to obtain the quantum corrections to the

mean-field solutions. An extensive overview of the techniques used here can be found in [93]. We

note that this is equivalent to solving the resulting Bogolibouv-de Gennes equations. We start by

discretising ĤS
LLP after either making the approximation of treating u as a variational parameter or

for p = 0 after integrating out the û-field. For all numerical results presented here, the discretisation

was done in real space and is therefore straightforward apart from the delta distribution, which

was approximated by a Kronecker delta as δ(x) → δi,0/a, where a is the discretisation spacing.

Discretising in real space comes at the expense of not accounting correctly for the UV behaviour.

The deviation from the continuum UV behavior is due to discretising the derivative operators.

Nevertheless, for the observables we are interested in, the UV behaviour is not essential, and

we found fast convergence; thus, the diagonalisation in real space is justified. For notational

convenience, we omit the hats on all discretised operators. The discretised Hamiltonian can be

written as

HS
LLP =

∑

ij

[
Aijφ

†
iφj +

1

2
(Bijφ

†
iφ

†
j +B∗

ijφiφj)

]
=

1

2
Φ†MΦ− 1

2
Tr(A) , (3.29)

where Φ† = [φ†
1, φ

†
2, ...φ

†
n, φ1, φ2, ...φn] is the discrete version of ξ̂(x) and M is the semi positive

definite matrix

M =



A B

B∗ A∗


 . (3.30)

We emphasise that the trace term is of fundamental importance in 1D since it renders results like the

zero-point energy finite without performing additional regularisation. Following the steps outlined
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3.5. Quantum fluctuations

in [93], we now diagonalise

νM =




A B

−B∗ −A∗


 , (3.31)

and thus find T such that

T †MT = diag(ω1, ω2, ..., ωn, ω1, ω2, ..., ωn) , (3.32)

while guaranteeing T †νT = ν, which allows us to introduce new bosonic operators Ψ† =

[b†1, b
†
2, ...b

†
n, b1, b2, ...bn] through

Φ = TΨ , (3.33)

for which the Hamiltonian takes diagonal form. The new operators bi can be interpreted as

quasiparticle-like bosonic excitations with eigenenergy ωi. For a stable polaron the energy of those

excitations is minimised, i.e. the system is in its vacuum state |0⟩ with respect to the bi. From here

it is then easy to verify that the quantum corrections to the expectation value of an observable of the

form OQ =
∑

ij Oijφ
†
iφj is given by

⟨OQ⟩ = ⟨0|Ψ†T †



O 0

0 0


TΨ|0⟩ = ⟨0|Ψ†



C D

E F


Ψ|0⟩ = Tr(F ) . (3.34)

To conclude this section, we will comment on the IR (infrared) divergences which are characteristic

in 1D systems and how they are dealt with here. First, we note that quantities like the two-point

function

⟨φ†
iφi⟩ = ⟨0|(Ψ†T †)i(TΨ)i|0⟩ ∼ L , (3.35)

are indeed IR divergent in our treatment. For the global quantities at zero total momentum, i.e.

p = 0, this divergence can be regularised by considering the zero-point energy

E =
1

2
(
∑

i

ωi − Tr(A)) , (3.36)
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3.6. Discussion & summary

which is UV and IR finite and then taking adequate derivatives.2 When considering ĤS
LLP for

p ̸= 0 without any approximations, the phonon momentum seems to be IR divergent, and also

for the polaron energy, we found a system size dependence. Lastly, we remark that the phonon

momentum remains IR and UV finite in the approximate treatment, i.e., when viewing u as a

variational parameter. Therefore, we conclude that all results presented are cutoff independent,

and no divergences occur. It is then possible to calculate the effective mass, including quantum

corrections from

M/m∗ =Mu/p. (3.37)

As can be seen in Figure 3.5, where the energies of the full and approximate solution of the BdG

equations are shown, the approximate treatment of the Hubbard-Stratonovich field yields very good

results.

3.6 Discussion & summary

Figure 3.5 shows that the mean-field solution significantly improves the agreement with DMC

simulations for gIB > 0 as compared to the Fröhlich model. Including quantum fluctuations leads to

an almost perfect agreement for the energy. We find however that the effective mass diverges for

gIB → ∞, even after including quantum fluctuations, which seems to be in contrast to the DMC

results [37], but can be explained by noting that in the DMC calculation, the number of particles is

limited and therefore the effective mass cannot exceed the total mass of the system. This divergence

is a characteristic of the 1D geometry and is, for example, also observed in the Tonks limit [50].

One would naively expect this to happen since, for η ≫ 1, the condensate is split into two halves by

the impurity, preventing any transport of the condensate across it. The only possible contribution

could come from tunnelling, which is highly suppressed for η ≫ 1. The same reasoning addresses

why the quantum correction to the effective mass is most significant for intermediate couplings.

Here, the classical current is reduced by the substantial condensate deformation, but tunnelling

2E.g., with respect to the chemical potential for the depletion.
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3.6. Discussion & summary

is still relevant. Note that these arguments rely on treating the system as one dimensional. For

experimental systems in the one-dimensional regime, we expect that transverse modes may become

influential for the limiting behaviour of M/m∗. This analysis has to be done on a case-by-case basis,

and we want to stress that all our calculations are benchmarked against strict 1D numerical quantum

Monte Carlo results. For a detailed discussion on the influence of the transverse mode and when it

is permissible to treat the system investigated in [22] as strictly one-dimensional, we refer to [37].

Another quantity of experimental relevance [22] is the axial width of the polaron
(
⟨X̂2⟩ − ⟨X̂⟩2

)1/2
.

In the present work, which is carried out in the LLP frame and requires translational invariance,

such a quantity is infinite. Including a trapping potential for the impurity is beyond the scope of the

present work but could be addressed by using a variational ansatz that is a superposition of ground

states (of the infinite system) with different total momenta. On the other hand, studies that do not

invoke the LLP transformation can lead to symmetry-broken mean-field states with finite values

of the axial width [81, 82] even without a trap, but these typically neglect impurity-condensate

entanglement.

In summary, we have shown that a non-perturbative description of the Bose polaron in 1D

requires taking into account the boson-boson interaction on the condensate level itself, while keeping

the impurity-condensate entanglement. Since the density of phonons defined on such a deformed

background remains small, their intrinsic interactions can be neglected to good approximation. Our

approach provides a quantitatively accurate and, to a large extent, analytical description of Bose

polarons even for strong impurity-boson interactions as long as the Tonks parameter remains small.

Those findings suggest that a similar method could be used to gain more insight into the polaron

formation following a sudden quench. A possible way to address this will be presented in the next

chapter. We expect that the adoption of the presented method will enable for an accurate description

in 3D at and beyond the critical strength of the impurity-boson interaction for self-trapping.
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CHAPTER 4

Stochastic-field approach to the quench dynamics of the

one-dimensional Bose polaron

The following chapter is based on [JJ2] with some verbatim textual overlap.

Introduction

After achieving remarkable accuracy for the equilibrium treatment, it is natural to utilise an approach

based on a mean-field treatment of the full system paired with first-order quantum corrections to

study out of equilibrium settings and investigate the polaron formation. In the following chapter,

we thus consider interaction quench dynamics involving the abrupt immersion of an impurity into

a homogeneous, finite temperature Bose gas. The interaction quench is schematically depicted

in Figure 4.1. Experimentally, such an interaction quench can be realised through a Feshbach

resonant radio-frequency pulse [21] that switches on the impurity-superfluid interaction nearly

instantaneously. Said quench dynamics have been extensively studied. But previous treatments

largely focused either on zero temperature or still rely on the (extended) Fröhlich model (or very

similar approximations) [38, 48, 53, 57, 66, 94–102]. In many of the equilibrium and some of the

out of equilibrium treatments, the LLP transformation [8], which eliminates the impurity from

the problem at the expense of adding an additional quartic vertex, has proven extremely useful

[37, 53, 63, 69]. However, using the LLP transformation requires further approximations when

considering finite temperature [66].

While the vast majority of the existing literature has focused on three-dimensional systems,
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Figure 4.1: Illustration of the interaction quench. The system starts in a product state, where we
assume that the impurity is in a pure state, and the density matrix of the Bose gas is given according
to its thermal distribution. After the quench, the system becomes entangled and cannot be described
by a product of density matrices anymore. In general, the time evolution of the full density matrix
is out of reach. We will show how the time evolution (up to one loop accuracy) can be mapped to
partial differential equations with stochastic initial conditions.

where the (extended) Fröhlich model is widely applicable, in 1D, the situation is different. In

[37] it was shown that the applicability of Fröhlich-type approximations are somewhat limited in

1D and while the mass balanced case is integrable for the Fermi gas [103] no such limit exists

in the case of a Bose gas. Instead, it is natural to incorporate the effects of the impurity on the

condensate already at the mean-field level. The previous chapter outlined how this can be done

efficiently for a single impurity at zero temperature. Still, this method does not extend to several

impurities, and it can not be generalised to finite temperatures in a straightforward manner. Several

approaches do not eliminate the impurity from the problem to circumvent those complications.

Additionally, they can address finite temperature [11, 48], and for example, treat the impurity in

a manner related to the coherent state representation of the impurity [82]. However, they rely on

a product wavefunction and it has been shown in [JJ1], [57, 104] that a product wave function

within the tree-level approximation yields inconsistent results compared with those obtained in the

more accurate LLP-frame in 1D. Therefore, it is perhaps more appropriate to treat the impurity

in a position-momentum path integral as it highlights the particle nature of the impurity. Using

the coherent state path integral for the condensate has been shown to yield good results in 1D not

only for the polaron but also for the bipolaron problem [57, 58, 88]. This is conceptually close

to the approach developed initially by Feynman [11] and applied to the Bose polaron in [35, 45],

with the main difference, that we do not expand the condensate around a homogeneous density,

and our focus lies on out of equilibrium phenomena. In this section, we develop a conceptually
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4.1. The Keldysh formalism for the Bose polaron

simple and numerically tractable approach to address quench dynamics at finite temperatures in

a general manner. Ultimately, this is achieved by mapping the dynamics to a set of deterministic

differential equations with stochastic initial conditions. By averaging the different trajectories,

expectation values can be calculated with one-loop accuracy. We then use this methodology to

study an impurity’s temporal evolution after a sudden interaction quench into the bath. We find that

the impurity delocalises quickly for weak impurity-bath couplings and that observables like the

velocity of the impurity crucially depend on incorporating quantum and thermal effects. In the case

of strong impurity-bath couplings, we observe self-trapping, while thermal effects and quantum

corrections are considerably less pronounced.

This chapter is organised as follows. We start by discussing the truncated Wigner approximation

for the problem at hand.1 We also show how to obtain the absorption spectrum in the language of

semi-classical dynamics. We proceed by specifying the initial Wigner function and show how to

regularise the divergences that arise in the one-dimensional setting. After that, we briefly outline the

numerical considerations and discuss the validity of the proposed method. To conclude, we discuss

the results for an impurity at rest and finite initial momentum and outline further directions.

4.1 The Keldysh formalism for the Bose polaron

In this section, we discuss the equations of motion arising from applying the truncated Wigner

approximation. We start by considering the one-dimensional version of (2.1) for a single impurity

Ĥ =
P̂ 2

2M
+

∫

x

{
φ̂†(x)

[−∂2x
2m

+
gBB

2
φ̂†(x)φ̂(x) + gIBV

(
x− X̂

) ]
φ̂(x)

}
, (4.1)

In contrast to the previous section, we have left the interaction potential between the impurity and

the condensate general instead of directly assuming a contact potential. We will not employ a delta

function here but a smoothed-out version for numerical reasons that will be discussed later. In the

following, we are going to apply the Kedlysh formalism to (4.1). As discussed for a general setting

1For more details on the path integral, we refer to section 2.2.

55



4.1. The Keldysh formalism for the Bose polaron

in section 2.2 the expectation value of an arbitrary observable is given by

⟨Ω(X̂, P̂ , φ̂†(x), φ̂(x)), t)⟩ =
∫

X0,P0,φ0(x),φ∗
0(x)

W (X0, P0, φ0(x), φ
∗
0(x))

∫
D[Xc(τ), Xq(τ),

(4.2)

Pc(τ), Pq(τ), φq(x, τ), φc(x, τ), φ
∗
q(x, τ), φ

∗
c(x, τ)] exp

(
iS[Xc(τ), Xq(τ), Pq(τ), Pc(τ),

φq(x, τ), φc(x, τ), φ
∗
q(x, τ), φ

∗
c(x, τ)]

)
ΩW (Xc(t), Pc(t), φ

∗
c(x, t), φc(x, t), t) ,

where W is the Wigner function that depends on the initial density matrix and will be specified

below. Here, ΩW (Xc(t), Pc(t), φ
∗
c(x, t), φc(x, t), t) is the Weyl ordered operator of the observable

of interest.2 The subscript c denotes the classical field and the subscript q the quantum field,

which describes the quantum fluctuation around the classical saddle point solution. As discussed

in section 2.2 those two fields arise when mixing forward and backward contour in the Keldysh

formalism. The D denotes the integration over all field configurations in space and time. While the

integration over the initial configuration of the fields is to be understood as an integration at every

point in space. The integral over the initial momentum and space configuration of the impurity in

(4.2) can be understood as normal integrals in X0 and P0.

As discussed in detail in section 2.2, the semi-classical approximation is to drop all terms of

order two and higher in ℏ, corresponding to an expansion up to second order in the quantum fields.

As is characteristic for the truncated Wigner approximation, we find that there are, in fact, only

terms linear in the quantum fields, and the action is given by

S =

∫

τ

{[
−Xq(τ)

d

dτ
Pc(τ) + Pq(τ)

d

dτ
Xc(τ)−

Pq(τ)Pc(τ)

M

]
−
∫

x

[
(φ∗

c(x, τ)
[
− i∂τ (4.3)

− ∂2x
2m

+ gBB|φc(x, τ)|2 + gIBV (Xc(τ)− x)
]
φq(x, τ) + c.c.)

+gIB
d

dx
V (x−Xc(τ))Xq(τ)|φc(x, τ)|2

]}
.

In line with the derivation in section 2.2 it is now easy to see that all the quantum fields can be easily

2See [70] for more details on operator ordering.
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integrated out and yield functional delta distributions enforcing the following classical equations of

motion

d

dτ
Xc(τ) =

Pc(τ)

M
, (4.4)

d

dτ
Pc(τ) = gIB

∫

x

d

dx
V (x−Xc(τ))|φc(x, τ)|2 , (4.5)

i∂τφc(x, τ) =

(
−∂2x
2m

+ gBB|φc(x, τ)|2 + gIBV (Xc(τ)− x))

)
φc(x, τ) . (4.6)

The only challenge remaining at this point is to integrate over the initial conditions weighted by the

Wigner function. In the case considered here the Wigner function will turn out to be a probability

distribution, Consequently, this can be achieved by sampling the initial conditions according to

the Wigner function, solving the classical equations of motion and then averaging the desired

observable over the calculated trajectories. Within the outlined framework it is now straightforward

to calculate the impurity dynamics. Another quantity of great interest is the impurity Green’s

function [33, 38, 66, 103, 105], from which the absorption spectrum can be calculated by taking the

Fourier transformation. The impurity Green’s function is defined by

G(t) = Tr
{
exp

(
iĤ0t

)
ρ̂ exp

(
−iĤt

)}
, (4.7)

where Ĥ0 stands for (4.1) with V (x− X̂) = 0 and ρ̂ is the initial density matrix. We now observe

that this has the same structure as the trace that is considered to derive the Keldysh path integral,

with the only difference, that the forward and backward contour differ by an extra interaction term.

We can therefore proceed in a similar fashion to the derivation of (4.2). The only difference in S is

the resulting impurity-boson interaction

Sint =

∫

τ,x

[
(
φ∗
c(x, τ)

[1
2
gIBV

(n)(x̃)
]
φq(x, τ) + c.c.

)
+Xq(τ)

gIB
2
V (1)(x̃)|φc(x, τ)|2 (4.8)

Xq(τ) + gIBV (x̃)(|φc(x, τ)|2 +
|φq(x, τ)|2

4
) +

gIB
8
|φc(x, τ)|2V (2)(x̃)Xq(τ)

2

]
,

where we have introduced the shorthand notation dn

dxn
V (x −Xc(τ)) = V (n)(x̃). Compared with
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4.1. The Keldysh formalism for the Bose polaron

(4.4), a factor of 1/2 changes the resulting magnitude of the interaction, and a new purely classical

term arises. Lastly, we observe that there is also a quadratic term in φq(x, τ) and Xq(τ) now. This

term has to be considered if we want to keep the accuracy up to one-loop order, which complicates

matters. An ad hoc approximation is to drop this term altogether and therefore stay in a strictly

semi-classical regime. To see when this approximation is justified, one can compare the arsing

terms and their order of magnitude. We note, that the |φq(x, τ)|2 term directly competes with the

|φc(x, τ)|2 term. As long as one is within the applicability region of a general c-field treatment,

|φq(x, τ)|2 will be small compared to |φc(x, τ)|2 whenever the condensate deformation is not large.

This corresponds to small and intermediate η. For the corrections in the impurity degrees of freedom

one has to compare gIB
2
V 1(x̃)|φc(x, τ)|2 with V (2)(x̃)Xq(τ)

2|φc(x, τ)|2. We note that the derivative

terms can be brought onto the bosonic field variables through partial integration. One then realises

that the second derivative of the fields will be small compared to the first derivative for weak

coupling. Additionally, for large impurity masses M , the magnitude of Xq will stay small. Those

two considerations show that one would expect the absorption spectrum to yield reliable results

for weak to intermediate impurity-boson coupling and potentially a more comprehensive range

of couplings if the impurity is sufficiently heavy. We refer to section 4.3 for more details on the

validity of the approach presented here.

We also stress that this approximation is only made when calculating the absorption spectrum

and the impurity Green’s function, and all dynamical results do not rely on this approximation.

Henceforth, the additional stochastic term will be dropped. This leaves us with the expression

G(t) = ⟨exp
(
i

∫

τ,x

gIBV (Xc(τ)− x)|φc(x, τ)|2
)
⟩W , (4.9)

where we denote the average with respect to the initial Wigner function as ⟨...⟩W . We are now in

the position to calculate the real space trajectories of the impurities for finite temperature as well as

the absorption spectrum.
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4.2. The quench protocol and the initial Wigner function

Connection to the equilibrium case

Before proceeding we would like to make some remarks about the classical equations of motion and

connect them to the equilibrium case, discussed in the previous chapter, to show that even without

taking the first-order correction into account those equations give satisfactory results in the limiting

case of heavy impurities. For the equilibrium case we assume the impurity to travel at constant

velocity d
dτ
Xc(τ) = v, implying d

dτ
Pc(τ) = 0, which in turn tells us that |φc(x, τ)|2 is symmetric

around the impurity position. Together with the equilibrium assumption this directly leads to the

conclusion that the bosonic field takes the following form φc(x, τ) = φc(x− vτ) = φc(x−Xc(τ)).

In the equilibrium setting we consequently find i∂τφc(x, τ) = −iv∂xφc(x−Xc(τ)). Combining

these observations and defining x̃ = x−Xc(τ) we find the equilibrium equation

(−∂x̃2

2m
+ gBB|φc(x̃)|2 + iv∂x̃ + gIBV (x̃)

)
φc(x̃) = 0 . (4.10)

We can now compare this equation with the one obtained by performing a Lee-Low-Pines trans-

formation and find that it has, in fact, the same form as the one found in the previous chapter (3.6)

and in [56–58], where it has been shown that quantities obtained from solving this equation, like

the effective polaron mass or the polaron energy are in excellent agreement with results obtained

by quasi-exact quantum Monte Carlo methods. The only difference is that instead of the reduced

mass, the boson mass appears in front of ∂2x, which is explained by the fact that the effect of normal

ordering is lost in this derivation. However, this effect is unimportant for heavy impurities. To

summarise, we showed that the equation obtained by employing a coherent state ansatz for the

bosonic field paired with a position momentum representation for the impurity reduces to the correct

mean-field equations in the equilibrium case, if the impurity mass is large.

4.2 The quench protocol and the initial Wigner function

In the following we specify the quench protocol and the initial Wigner function. We start by

introducing the initial state and then specify the Wigner function for a 1D quasi condensate. Here,
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4.2. The quench protocol and the initial Wigner function

we will also discuss all the regularisation necessary to arrive at a divergence-free quasi condensate

description. The quench protocol is the following: We start with a free impurity and an interacting

superfluid at temperature T . At t = 0, the interaction between the superfluid and the impurity is

turned on instantly. Experimentally this is realised through a Feshbach resonance [21]. We assume

that the initial density matrix can be written as a direct product of the impurity state (which is

assumed to be pure) and the thermal density matrix of the superfluid

ρ̂ = ρ̂φ ⊗ |ψ⟩⟨ψ| . (4.11)

Consequently, the Wigner function also factorises, and we can sample the initial conditions indepen-

dently. For the condensate, we employ a quasi condensate description; in 1D, this is best done by

employing a density and phase representation. We note that this has been used before for a trapped

gas in [106]. Since we want to focus on a homogeneous gas in the continuum, we need to regularise

the non-condensed part. In this representation, the condensate field operator can be written as

φ̂(x, 0) =
√
n0 + δρ̂(x) exp

(
iθ̂(x)

)
. (4.12)

The density operator and the phase operator can be expressed within the Bogoliubov approximation

[19] as

θ̂(x) =
−i

2
√
n0

∑

k

[
(uk + vk)e

ikxâk − h.c.
]

(4.13)

δρ̂(x) =
√
n0

∑

k

[
(uk − vk)e

ikxâk + h.c.
]
, (4.14)

where uk and vk are the usual Bogoliubov modes. As discussed in the previous chapters for such

treatments to be valid one has to be in the vicinity of a weakly interacting Bose gas, which is

characterised by the Tonks parameter (3.18) being less than unity. We refer to section 4.3 for a

detailed discussion of the validity of the presented approach. In the path integral this corresponds

to a shift of variables meaning that instead of integrating over φ(∗)
0 (x), we integrate over a(∗)k ,

corresponding to the operators â†k. In the standard way, we can now write down the thermal Wigner
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4.2. The quench protocol and the initial Wigner function

Figure 4.2: The initial Wigner function of the a) phonons and for b) the impurity.

function (within the coherent state representation) for the ak [70]

W (a∗k, ak) =
2

π
tanh

(
ωk

2T

)
exp

{
− 2|ak|2 tanh

(
ωk

2T

)}
, (4.15)

with the Bogoliubov dispersion ωk. It can be seen immediately, that the average condensate particle

number is given by N0/L = n0. In order to account for the quantum and thermal depletion, we fix

the total particle number N and then choose N0 according to N0 = N −Nd (this is done for every

realisation), where after proper regularisation (see [54, 55])

Nd =
∑

k

[ek − ωk

2ωk

+
µ

2ek + 2µ
+
ek
ωk

(
a∗kak −

1

2

)]
, (4.16)

with the single-particle dispersion ek = k2/(2m). Here, a first-order T-matrix approximation was

employed, and in line with the Bogoliubov theory up to one loop, µ is the chemical potential within

the Bogoliubov approximation and hence is not temperature dependent. The 1/2 is needed to cancel

the extra factor from symmetric ordering. After averaging, this reproduces the expected result for

a thermal quasi condensate in 1D. It should be noted that µ has to be chosen consistently with

the total particle number, which can be done by fixing one reference point where the total particle

number is known. Henceforth we assume a mean-field density at T = 0. This then fixes µ in the

Bogoliubov approximation through µ = gBBn0(T = 0). We can then use (4.16) to determine the

total particle number, which remains fixed throughout the calculation. It is now possible to sample
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4.3. Numerical considerations

individual realisations of the condensate, whose description is free of IR and UV divergences.

Upon closer inspection, one might realise that even though the mean of the phase and density

corrections are zero, the variance scales up to linearly with the system size L. A direct result of this

is that the computational time needed to achieve convergence also scales with the system size. This

computational challenge can be tackled by gradually increasing the system size until the results

are independent of the system size and then validating certain data points for larger system sizes.

Furthermore, this restricts the discretisation of space, as outlined in [107], which will be discussed

in the next section. Because the effect of the impurity is local, we find relatively low dependence on

the system size already for small systems. Lastly, we assume that the impurity is not entangled with

the condensate3 at t = 0 and is localised in space around x0 or equivalently in momentum space

around q. It is therefore natural to choose a wave packet as the initial wave function

⟨x|ψ⟩ = 1

π1/4
√
a0

exp
(
− (x− x0)

2/(4a20)
)
. (4.17)

Here a0 is an external parameter that determines how localised the initial state is. The Wigner

function in this setting is well known to be [70]

W (X0, P0) = 2 exp
(
−2a20(P0 − q)2 − (X0 − x0)

2/(2a20)
)
. (4.18)

We can now conclude that the product of the Wigner functions is a simple multivariate normal

distribution, and it is, therefore, straightforward to sample from it. In the next section, we will

outline the details of the numerical procedure employed.

4.3 Numerical considerations

This section shows that three quantities can describe the whole parameter space, and we will briefly

outline the discretisation of space and all the subtleties involved. We now define the following

3The state can be represented as a product wave function.
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scaled parameters

τ̃ = τ/τs , x̃ = x/xs , φ̃(x̃) =
√
xsφ(x) , P̃ = Pxs , X̃ = X/xs , (4.19)

where we choose

τs = ξ̃/c , xs =
√
2ξ = ξ̃ . (4.20)

Dropping the twiddle we then find the Hamiltonian

Ĥ = αP̂ 2 +

∫

x

{
φ̂†(x)

[−∂2x
2

+

√
γ

2
φ̂†(x)φ̂(x) + η

√
γV (x− X̂)

]
φ̂(x)

}
, (4.21)

where as in the previous chapter η = gIB
gBB

and α = m
M

is the mass ratio. From here the equations of

motion

d

dτ
Xc(τ) = αPc(τ) , (4.22)

d

dτ
Pc(τ) = η

√
γ

∫

x

d

dx
V (x−Xc(τ))|φc(x, τ)|2 , (4.23)

i∂τφc(x, τ) =
(−∂2x

2
+
√
γ|φc(x, τ)|2 + η

√
γV (Xc(τ)− x)

)
φc(x, τ) , (4.24)

can be obtained. In order to tame the extensive variance and ensure numerical stability, we have

to choose the discretisation l = L/Ngrid as outlined in [107]. Namely, l has to be large enough to

satisfy n0l ≫ 1, while at the same time ensuring that the energy cutoff introduced by l does not

alter the physics. This translates to l < ξ(λ), where ξ is the healing length that sets a natural length

scale for our problem and λ is the thermal de Broglie wavelength. For all results presented in this

chapter we averaged over Ns = 850× 103 realisations and chose a system size of L = 200ξ̃, for a

more detailed discussion on convergence we refer to Appendix B. Lastly, we note that we employ a

soft interaction potential of the form

V (x) =
1√
2πl2

e−x2/(2l) , (4.25)
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4.3. Numerical considerations

which converges to the delta distribution as l → 0, but has the advantage of being smoother than

δx/l, where δx denotes the Kronecker delta.

Validity of formalism

This subsection addresses the regime of validity of the formalism derived above. We start by giving

some general arguments on the validity of the approach, followed by a term-by-term discussion of the

higher-order corrections and their order of magnitude. While we have to restrict our considerations

to weak or moderate impurity-boson couplings for the absorption spectrum, we would like to

highlight that the result is strictly non-perturbative in gBB and gIB for all dynamical properties

calculated (excluding the absorption spectrum). Hence we can safely say that the method presented

is valid for γ ≤ 1, which is equivalent to the validity of the Gross-Pitaevskii equation, which, as

outlined in section 2.2 corresponds to the tree-level approximation of (4.1). The same reasoning

applies to gIB, leading to the conclusion that our results, at least for short times, are valid across the

whole range from weak to strong impurity-boson couplings. For longer times, one has to consider

the deformation of the condensate.

Another interesting point to consider is that if α is small (meaning the impurity is heavy),

the accuracy of the presented approach will improve further since the impurity will behave more

classically. Indeed α can be seen as a strict control parameter for the corrections arising due to

higher-order terms in Xq(τ). Combining those considerations with the known fact that, in general,

the truncated Wigner approximation is exact for short time scales [70], we can conclude that for

short to intermediate time scales, our results are trustworthy for all values of boson-boson and

impurity-boson coupling (given that γ ≤ 1). For weak coupling, it is ab initio reasonable to assume

that the presented results hold for more extended time scales since higher-order quantum corrections

should accumulate slowly, if at all. However, no such universal statement can be made for strong

couplings.

There are two contributions of order ℏ2 or higher, which were neglected in our approach and

would have to be added to (4.8) if one wanted to solve the problem exactly, the first one coming

from the boson-boson interaction and the second one being due to the impurity-boson interaction.
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The first one takes the form

√
γ
(
|φq(x, τ)|2φq(x, τ)φ

∗
c(x, τ) + c.c.

)
. (4.26)

This term is closely related to the standard Bogoliubov approximation, with the main difference

being that the classical field here is taken to be the deformed field. We note that at no point of

our simulations the expectation value of ⟨|φc(x, τ)|2⟩ falls below the value of 3ξ̃, meaning that

it is safe in the spirit of the well-established Bogoliubov approximation, to neglect higher-order

terms in the quantum fields, which only scale linearly in φc and are of O(φcφ
3
q) which is certainly

small compared to O(|φc|3φq), as long as the density of the condensate stays larger than the healing

length. Nevertheless, the argument given comes into question in the case of very low-density gases

and strong impurity-boson coupling. It is a priori not clear whether the outlined method is reliable

in this regime. However, this regime was not investigated in the present work. This argument is

further underlined by the remarkable accuracy of pure c-field methods (which do not take first-order

quantum corrections into account) for the equilibrium polaron, see section 3.1 and [53, 56, 88],

where the c-field approximation was shown to also hold for low-density gases and strong coupling.

The fact that the boson-boson interaction to all orders in gBB and first-order in ℏ is already taken

into account in our calculations strengthens the trust in our results further. A somewhat more

complicated expression is obtained when considering the impurity-boson interaction term. Here,

one finds that already in (4.8) all orders of Xq(τ) are present and the higher order terms take the

following form

η
√
γ

(
− |φq(x, τ)|2

4

∞∑

n=0

V (2n+1)(x̃)
X

(2n+1)
q

4n(2n+ 1)!
− |φc(x, τ)|2

∞∑

n=1

V (2n+1)(x̃)
X2n+1

q

4n(2n+ 1)!

(4.27)

+(φ∗
c(x, τ)φq(x, τ) + c.c.)

∞∑

n=1

V (2n)(x̃)
X2n

q

4n−1(2n)!

)
.

Again for approximating the impact of those terms, it is convenient to bring the derivative terms to

the bosonic field operators. It becomes clear that all corrections can be understood as a gradient
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expansion in the bosonic field operators, whose impact is undoubtedly small for short time scales,

where the condensate deformation stays weak. This also holds true for prolonged time scales as

long as the coupling stays moderate. Besides the gradient terms, each correction is accompanied

by terms of increasing power in Xq(τ), which are small at short times and whose impact can be

controlled by α. To summarise, while the validity of this approach for large couplings and long

time scales can not be judged a priori, we note that for short time scales, the results here hold

regardless of impurity-boson coupling strength and also note that α serves as a control parameter of

the approximation in the impurity degrees of freedom.

4.4 Results

Post-quench density profile

In this subsection, we focus on the density of the condensate for repulsive and attractive impurity-

bath couplings at different times after the quench and supplement those findings with the variance of

the position σ2
X = ⟨(X̂ − ⟨X̂⟩)2⟩ and the variance of the velocity σ2

V = ⟨(P̂ /M − ⟨P̂ /M⟩)2⟩. We

find a dynamically distinct behaviour for weak and strong couplings on the repulsive and attractive

side. In Figure 4.3, the condensate density at different times and the evolution of the variance of the

position and the variance of the velocity for repulsive interactions are shown. Before discussing

the results in more detail, we notice that even for η = 30, the minimum of the condensate density

is still larger than 3ξ̃, indicating that the approximations made later for the absorption spectrum

are justified. We note that the impurity delocalises faster than a free impurity for weak coupling.

For stronger couplings, the impurity stays localised much longer in time, indicating self-trapping,

which is depicted in Figure 4.3 c). The velocity variance saturates after a finite time, and the time

scale is inversely proportional to the impurity-boson coupling. We note that this can be explained

by realising that two competing effects determine the dynamics. Namely, the impurity tends to

distribute the repulsion equally throughout the condensate, causing the impurity to delocalise and

the opposing effect of self-trapping, where the impurity deforms the condensate and then self-traps

in the deformation. It is intuitively clear that self-trapping will not occur for weak couplings, which
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Figure 4.3: The superfluid density, the position variance and the variance of the velocity for
different repulsive interactions and temperatures. In all plots the parameters are α = 0.2, γ = 0.04,
n0 = 5ξ̃ and a0 = 3/ξ̃. As expected, we can clearly see that the impurity deforms the condensate
over time. It also becomes apparent that the impurity delocalises over time and that this effect is
slowed down with increasing η.
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explains the different behaviours seen in Figure 4.3. We have also observed that the variance of the

impurity velocity can exceed the speed of sound, which is associated with the emission of non zero

energy excitation, indicating an energy transfer from the impurity to the bath, which has also been

observed in [108].

The temperature influences the value with which the position and velocity variance saturate; it

does not significantly influence the timescale. For strong coupling, the temperature dependence

becomes relatively weak, which can be explained by noting that the impurity-boson scattering

length determines the relevant energy scale, which is much larger than the thermal length in this

case. In Figure 4.4 the same situation for attractive couplings is shown. Here the difference between

strongly attractive and moderate attractive couplings becomes obvious. We observe that in the

case of moderately attractive couplings, the impurity not only diffuses but also forms a purely

attractive polaron. In contrast, for strongly attractive couplings, an attractive polaron with repulsive

interactions is observed, and the time scales of the polaron formation are prolonged. This difference

is a dynamical effect and can be understood by noting that when the interaction is turned on,

particles from the condensate start to accumulate around the impurity, which in turn depletes the

condensate around the impurity. The superfluid is interacting with itself. Therefore, the depletion is

filled by the particles around it, with the time scale being set by the boson-boson interaction and

the mean field particle number. Meanwhile, the impurity-boson interaction strength determines the

number of particles that can accumulate around the impurity before the boson-boson action prevents

further accumulation. At the same time, the impurity delocalises, which prevents the formation of a

well-defined peak around the impurity and the interaction can thus appear repulsive for a long time.

Ultimately this is, of course, only a metastable state. This process continues for a longer time when

the impurity-boson interaction is large, resulting in a polaron that looks repulsive, which can be

observed in Figure 4.4 b).

Impurity velocity

Another quantity of great interest is the impurity velocity in the out of equilibrium case. It gives

insight into the polaron formation and the time scales at work. It is also of great importance for the
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Figure 4.4: The superfluid density, position variance and velocity variance for different attractive
interactions and temperatures. In all plots the parameters are as follows α = 0.2, γ = 0.04, n0 = 5ξ̃
and a0 = 3/ξ̃. We can see that the impurity attracts surrounding particles, which in turn depletes
the condensate. As can be seen in b), this appears as a repulsively interacting polaron.

equilibrium case since it can be used to calculate the effective mass of the polaron (2.45). Here,

the impurity is not at rest when the quench occurs but instead carries some finite momentum. The

sudden quench of the impurity-boson interaction leads to a momentum transfer from the impurity to

the surrounding particles, and we expect a slowdown of the impurity. The time evolution for the

velocity of the impurity is depicted in Figure 4.5. Here it becomes apparent that quantum corrections

have a noticeable impact on the evolution of the velocity at weak to intermediate coupling. This

can be understood by noting that the impurity is treated as a point particle on the mean-field level,

and as observed in Figure 4.3, this is not a valid approximation for weak couplings. Additionally,
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Figure 4.5: The impurity velocity over time for different temperatures. The parameters are α = 0.2,
γ = 0.04, n0 = 5ξ̃ and a0 = 3/ξ̃. The quantum corrections have a big influence for moderate
impurity-bath interactions.

this also explains why the MF velocity is lower than the corrected solution. We also note that

the steady-state velocity increases with the temperature. This is easily explained by realising

that the surrounding gas has a higher average squared velocity for increasing temperature, and

therefore the momentum transfer will be smaller. In contrast, for strong couplings, the impurity stays

localised and approximating it as a point particle is less of a simplification. The same behaviour

can be observed for the temperature dependence, which is more critical for weak and intermediate

couplings, this is again unravelled by comparing the scattering length with the thermal length. We

also observe that the impurity transfers some of its momentum to the Bose gas and relatively quickly

reaches an equilibrium velocity for not too strong interactions. For stronger interactions, we observe

a different behaviour. After an initial abrupt slow down of the impurity, the impurity acceleration

changes sign before the velocity approaches its equilibrium value. This is a direct result of the

back action from the condensate on the impurity. We note that a similar abrupt slowdown has been

observed in the three dimensional setting in [67].
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The absorption spectrum

Next, we turn our attention to the (injection) absorption spectrum

A(ω) = 2Re

∫ ∞

0

G(t)eiωt dt (4.28)

[28, 29], which can be measured using Ramsey spectroscopy [5, 27, 28]. The absorption spectrum

can be calculated by taking the Fourier transform of the impurity Green’s function, which char-

acterises the dephasing of the system and is closely related to the Lochschmidt echo [109]. The

absorption spectrum gives essential information about the polaron formation and can be used to

estimate the polaron energy and lifetime [10, 110]. At this point, we also want to stress that pure

mean-field (MF) calculations in position momentum basis are not sufficient to calculate the impurity

Green’s function. This can be seen by noting that there is no averaging for a classical calculation,

which means there is no dephasing between different trajectories. Therefore one always obtains

|G| = 1 in purely classical calculations. Our results are depicted in Figure 4.6. It can be observed

that the quasi-particle peak widens with increasing temperature, which is also reported in 3D [66].

However, in contrast to the 3D case, [38], where the extended Fröhlich model was considered, we do

not find several peaks on the repulsive side. We also note that the overall amplitude decreases with η,

and the quasi-particle peak gets washed out with increasing η, which is a direct consequence of the

orthogonality catastrophe [52, 111, 112]. Hence, the emergence of a clear quasi-particle peak comes

under question. Nevertheless, the absorption spectrum shows a functional dependence associated

with quasi-particle behaviour, and we do not find an infrared dominated regime as observed in other

one-dimensional systems [110]. Those findings are supplemented by the overlap G(t). Here we can

see another vastly different feature of the one-dimensional case compared to the three-dimensional

one [38, 66], namely that |G| approaches zero even for moderate couplings, signalling the onset

of the orthogonality catastrophe. As expected, the dephasing becomes more rapid with increased

temperature and increased gIB.
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Figure 4.6: The absorption spectrum A(ω) = 2Re
∫∞
0
G(t)eiωt dt for different temperatures T

calculated using the truncated Wigner approximation for α = 0.2, γ = 0.04, n0 = 5ξ̃ and a0 = 3/ξ̃.

4.5 Summary & outlook

In summary, by leveraging the Keldysh formalism, we derived a truncated Wigner approach to

study dynamical properties of the Bose polaron in 1D. This allowed us to reduce the problem to

simulating semi-classical equations of motion with stochastic initial conditions. We showed how

to adequately account for temperature effects of the surrounding bath by sampling the phase and

density of the condensate. We also discussed how to regularise the arising divergences that typically

occur in such one-dimensional systems. The method presented here takes the deformation of the

condensate into account and, therefore, adequately describes the condensate’s back action on the

impurity on the mean-field level already. It is, therefore, applicable from weak to strong impurity

bath couplings.

We then used this framework to calculate the dynamics and the absorption spectrum of an

impurity after sudden immersion in a surrounding bath. By considering the condensate density and

the position/velocity variance, we showed that there is a distinct dynamical behaviour associated
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with the strong and weak coupling regime, namely our results indicate self-trapping of the impurity

for strongly repulsive interactions, and we also find a repulsive polaron on the attractive side. We

also investigated the temperature dependence of the polaron formation and found a substantial

influence of quantum corrections on dynamical properties like the velocity of the impurity, showing

the necessity to go beyond pure mean-field considerations. Lastly, we studied the absorption

spectrum and the impurity Green’s function. Here, we observed a clear quasi-particle peak for

weak to intermediate couplings. In contrast, we see that the quasi-particle peak is washed out for

strong couplings and that temperature effects widen the quasi-particle peak. In contrast to the higher

dimensional case, the impurity Green’s function approaches zero even for weak couplings.

At this point, we want to stress that our approach is neither limited to 1D nor a single impurity.

It could therefore serve as an exciting starting point to explore higher dimensional systems, as

well as the interplay of several impurities. While the generalisation to several impurities is rela-

tively straightforward, we want to stress that, as pointed out, for instance, in [68, 113, 114], the

generalisation to higher dimensions is highly non-trivial in general. First, we note that in higher

dimensions, it is not possible to use bare contact interactions for the boson-boson interaction and

the impurity-boson interaction simultaneously when employing this approach. One has to resort to

using more realistic interaction potentials for at least one of them as has, for example, been done in

the three-dimensional context in [52, 53]. Another major challenge is a purely numerical one, as it

becomes more costly to sample the Bose fields in higher dimensions. Nevertheless, we expect that

the presented method may be paired with some small approximations, as, for example, the one that

has been developed in [115] to address higher dimensional systems.
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CHAPTER 5

The effect of boson-boson interaction on the bipolaron formation

The following chapter is based on [JJ3] with some verbatim textual overlap.

Introduction

So far, we have considered a single impurity, but when multiple impurities are present, exchange

interactions mediated by the surrounding environment can lead to impurity-impurity bound states

known as bipolarons. Such exchange-mediated interactions are ubiquitous in physical systems,

being relevant for Cooper pairs in superconductors [116] as well as quark-gluon interactions [1]. In

the solid-state context, lattice phonons are responsible for the mediated interactions. The resulting

bipolarons may play a role in high-Tc superconductivity [14, 117] and are also a vital ingredient for

understanding the electric conductivity of polymers [12, 13].

In ultracold gases, the interaction between two neutral impurities immersed in a Bose gas is

crucial for understanding the interplay between several impurities and studying the properties of

two mixed quantum gases, where one type is very dilute. Here, the Fröhlich model generically

predicts an attractive Yukawa potential between two impurities in 3D [118, 119]. In [60], it was

noted that the Yukawa potential is not entirely accurate, after all, and its validity is limited to weak

couplings and sufficiently large impurity separation. Building on the single impurity case, one,

therefore, might expect that the results obtained from the Fröhlich model for weak couplings can

be improved upon in a direct way by including higher-order phonon impurity scattering terms.

However, we will show that if one proceeds in a naive manner for two impurities, this can lead

to unphysical divergences in the ground state energy. The divergence is attributed to the bound
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Figure 5.1: Caricature of two impurities forming a bipolaron through the interactions mediated by
the condensate. The black (blue) spheres represent the impurities (bosons). The impurities deform
the condensate. The deformation induces an exchange mediated interaction between the impurities.
This can lead to the formation of a bound state between the two impurities called the bipolaron
(indicated in red).

state formation between the two impurities and the excitations of the Bose gas, something that

has also been observed in [120]. In contrast to the single impurity case, this occurs irrespective of

the sign of the scattering length. The mechanisms leading to this bound state are similar to those

responsible for the bound state formation between two localised potentials known from standard

quantum mechanics [121], which can be used to gain physical insights into the breakdown of the

extended Fröhlich model.

In this work, we present a physically intuitive model to address the bipolaron problem. This

model constitutes a good starting point for more advanced treatments and also rectifies the shortcom-

ings of the (extended) Fröhlich model. We start by introducing the full microscopic Hamiltonian.

Next, we linearise the model and integrate out the phononic degrees of freedom, leading to the

Yukawa potential. We then argue that the Yukawa potential is inaccurate for sufficiently strong

coupling and outline why some of the standard methods used to go beyond the Fröhlich model in the
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single impurity case do not generalise straightforwardly. Thereafter, we show how those problems

can be remedied by accounting for boson-boson interaction at the mean-field level in line with the

approaches presented in the previous chapters, treatments of bipolarons in 1D [88, 122] and numer-

ous other treatments for single polarons [52, 53, 57, 59, 97, 123, 124]. This is done by moving to the

centre of mass coordinates for the two impurities and applying the Lee-Low-Pines transformation

[8] and thereby bringing the Hamiltonian into a form amenable to the Born-Oppenheimer (BO)

approximation. The BO approximation is valid if the momentum scales decouple, and for this

reason, the following treatment is, strictly speaking, only valid if the impurity atoms are sufficiently

heavy. Next, we minimise the resulting Gross-Pitaevskii (GP) energy functional. This leaves us with

an effective Schrödinger equation for the two impurities. From the effective Schrödinger equation,

we can calculate the bipolaron binding energy and determine when a bound state occurs.

5.1 The model

In this section we introduce the model. Our starting point is the microscopic Hamiltonian (2.1) in

three dimensions and adapted to the case of two impurities

Ĥ =

∫
d3r φ̂†(r)

(
− ∇2

2m
+
gBB

2
φ̂†(r)φ̂(r)− µ (5.1)

+V (r− X̂1) + V (r− X̂2)

)
φ̂(r) +

P̂ 2
1 + P̂ 2

2

2M
.

The interaction between the impurities and the condensate is modelled by the interaction potential

V (r). As discussed in section 2.1 most linearised treatments rely on employing a contact potential

of the form gIBδ(r) [60, 119]. As is known for such models, when keeping the full Hamiltonian and

applying a contact interaction for the impurity-boson interaction and the boson-boson interaction

simultaneously, the Hamiltonian only admits zero energy (bi)polaron solutions [52]. Thus, we em-

ploy a finite-range potential when working with the non-linearised model in the Born-Oppenheimer
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5.1. The model

approximation. We choose the widely-used Gaussian pseudopotential

V (r) = −V0e−
r2

L2 , (5.2)

with depth V0 and range L. The connection to the s-wave scattering length can be made by

numerically solving the two-body Schrödinger equation. For the three-dimensional setting, one

finds [125]

a3DIB = lim
r→∞

(r − u(r)/u′(r)) , (5.3)

where u(r) satisfies the (radial) differential equation

(
− 1

2mr

d2

dr2
+ V (r)

)
u(r) = 0 , (5.4)

mr is the reduced mass and the boundary conditions are u(0) = 0 and u′(0) = 1. This relation can

be used to make the connection to the experimentally observable scattering length and also to the

contact potential used in the linearised case.

To conclude this section, we introduce relative coordinates and apply a unitary transformation to

eliminate the centre of mass degrees of freedom. Starting with the Hamiltonian (5.1), we transform

into the centre of mass frame and denote the relative position (momentum) of the impurities by R̂ (P̂)

and the centre of mass position (momentum) by r̂ (p̂). Subsequently, we apply the Lee-Low-Pines

transformation Û = exp
(
ir̂ · P̂B

)
, where P̂B = −i

∫
ddr φ̂†(r)∇φ̂(r) is the total momentum of

the Bose gas. This eliminates the centre of mass coordinate [8, 88] and we arrive at the Hamiltonian

Ĥ =
:
(
p− P̂B

)2
:

4M
+
P̂ 2

M
+

∫
d3r φ̂†(r)

(−∇2

2mr

+
gBB

2
φ̂†(r)φ̂(r)− µ (5.5)

+V (r+ R̂/2) + V (r− R̂/2)

)
φ̂(r) .

As before, p denotes the total momentum, which is, in full analogy to section 2.1, a conserved

quantity and, therefore, can be replaced by a c-number. Throughout our calculations, we set p = 0
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Figure 5.2: The dependence of a) the impurity-boson scattering length aIB and b) the scattering
length of the the mediated potential aII on the microscopic amplitude of the potential V0 for L = ξ̃.
The dotted line indicates the scattering resonance, across which the sign of the scattering length
changes.

and focus on systems at rest to obtain the mediated interaction. One might notice that we are

neglecting direct impurity-impurity interactions in our considerations. This is strictly speaking only

justified when the impurities are well separated. As will be further explained later in this chapter,

the range of the bare impurity-impurity interaction will usually be much smaller than the range of

the mediated potential. The standard procedure is to linearise the field operators and subsequently

perform a Bogoliubov rotation, resulting in the (extended) Fröhlich model. The following section

will briefly outline how to retrieve these results by linearising only the density and neglecting

phase-density interactions.

5.2 Linearised theory

This section addresses the bipolaron problem using a path integral approach, expanded in density

fluctuations. Though the resulting expressions can be obtained directly from the Fröhlich model,

the path integral approach gives a clearer picture of how the interaction is mediated by the density

fluctuations of the condensate. Furthermore, it demonstrates that the neglected boson-boson

interaction is the root cause of the shortcomings in predicting the mediated interactions. We start by

rewriting the field operators as

φ̂(r) =
√
n0 + δρ̂(r)eiθ̂(r) , (5.6)

79



5.2. Linearised theory

where n0 = µ/gBB. After performing this redefinition and dropping terms of order higher than

quadratic in δρ and ∂iθ, we arrive at the imaginary-time action

S =

∫
dτ
{∫

d3r
[
δρ∂τθ +

n0(∇θ)2
2mr

+
1

2
δρ
( −∇2

4mrn0

+ gBB

)
δρ
]

+ gIB (δρ(R/2) + δρ(−R/2)) +
P2

M

}
.

It is now possible to first integrate out the density and, subsequently, the phase, which leaves us

with an effective action for the impurities1

S =
∑

n

{P2

M
− g2IB

(2π)3

∫
d3k

n0ek cos (k ·R/2)
E2
k + ω2

n

}
, (5.7)

where ωn are Matsubara frequencies, ek = k2/2mr is the energy of a free boson modified by the

effective mass and Ek =
√

ek
2
(ek + 2n0gBB) is the adjusted Bogoliubov dispersion (2.16). This

leads to the mediated interaction

Veff(ωn,R) = − g2IB
(2π)3

∫
d3k

n0ek cos (k ·R/2)
E2
k + ω2

n

, (5.8)

where by evaluating the momentum integral and applying the Born-Oppenheimer approximation,

which allows us to take ωn = 0, one can obtain the mediated interaction in real space. Performing

the integration is straightforward and yields the Yukawa potential

Ṽ Yuk
BP (R) = −4n0πa

2
IB

mrR
e−

√
2R/ξ̃ , (5.9)

where we have used the usual relation gIB = 2π
mr
aIB and as in the previous chapters ξ̃ = 1√

2gBBn0mr

is the reduced healing length. For heavy impurities and moderate couplings, one can find the

ground state energy of the bipolaron by solving the resulting Schrödinger equation. In the case of

heavy impurities, one can use the generalised parametric Nikiforov–Uvarov method to calculate

1See [35, 45] for similar calculations for the Bose polaron.
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approximate eigenenergies for the Yukawa potential [126], which results in the ground state energy

EYuk
BP = −4π2Mn2

0a
4
IB

m2
r

. (5.10)

We note that this bound state only exists when |aIB| ≥
√

m√
2Mn0πξ̃

[126]. At this point a major

shortcoming of the approach becomes apparent, namely the bound state energy scales linearly in

M and accordingly the bipolaron energy diverges for M → ∞. This is unphysical. The diverging

energy can be traced back to the fact that the Yukawa potential is unbounded from below, and

for M → ∞, the kinetic energy becomes irrelevant. Ergo, the ground-state energy becomes

proportional to the minimum of the potential, which is −∞ for the Yukawa potential. Additionally,

this treatment predicts a divergence at the Feshbach resonance. We do not expect this to happen

when accounting for boson-boson interactions.

In principle, one can improve upon these results by expanding the action perturbatively and

resumming certain classes of diagrams. However, as shown in [59] for the case of a single impurity,

this is strictly speaking beyond the validity of the model and can lead to unphysical results near the

scattering resonance due to the breakdown of the model associated with the bound state formation.

In the next section, we show, with the help of the extended Fröhlich model for two impurities,

that not accurately accounting for the boson-boson interaction can be problematic and leads to

divergences in the mediated potential. The idea is simple, in analogy with the case of a single

particle interacting with two delta potentials (see [121] and Appendix C), a bound state can form

between the excitations and the two impurities. This bound state is energetically favourable, and

without phonon-phonon interaction preventing an accumulation in this state, the condensate breaks

down. To alleviate those problems, one must incorporate boson-boson interaction2 and employ an

interaction potential with a finite range. In section 5.4, we describe how the boson-boson interaction

can be accounted for on the mean-field level.

Before turning to the discussion on the inadequacies of the Fröhlich model, we repeat the

2which translates to phonon-phonon interaction in the Fröhlich picture.
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calculation above for a Gaussian potential (instead of a contact potential) and find

V Gauss
BP (R) = −2V 2

0 L
6πm

R
×
∫ ∞

0

sin(qR)n0q

q2 + 2/ξ̃2
exp

(
−q2L2/2

)
dq . (5.11)

Note that with this potential, V Gauss
BP stays finite for all R. This can be understood by noting that

the exponential cut-off is an effective UV-regulator, which is absent in the case of a delta function

potential. However, the bound state problem will persist even if one uses this scattering potential

for the extended Fröhlich model. Additionally, the model loses the appeal of being analytically

tractable when including higher-order phonon terms.

5.3 Failure of the extended Fröhlich model

In the previous section, we have seen how a linearised theory, which only tracks one phonon

interaction terms, can be used to derive an effective interaction potential. For the single impurity

case, the extended Fröhlich model, which also includes two phonon interaction terms, has been

successfully applied to improve upon the simpler Fröhlich model [37, 38, 63, 66]. However, we

show that the extended Fröhlich model will yield unphysical results for the bipolaron problem.

This occurs because the emerging bound state is populated by an infinite number of excitations,

which leads to a diverging energy. Within the BO approximation it is indeed possible to predict the

position of this resonance fully analytically. It is instructive to perform the calculation explicitly

and see where the breakdown of the model happens. Our starting point is the extended Fröhlich

model Ĥ = ĤF + Ĥ2ph (see section 2.1) for two impurities, in the M → ∞ limit3

Ĥ =
∑

k

Ekâ†kâk + 2gIB

√
n0

Ld

∑

k

Wk cos

(
k ·R
2

)(
â†k + â−k

)
+
gIB
Ld

∑

k,k′

cos

(
(k′ − k) ·R

2

)

[(
WkWk′ +W−1

k W−1
k′

)
â†kâk′ +

1

2

(
WkWk′ −W−1

k W−1
k′

)(
â†kâ

†
−k′ + â−kâk′

)]
. (5.12)

3which corresponds to applying the BO approximation
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Figure 5.3: The effective potential as predicted by the (regularised) extended Fröhlich model for
2gIBm

ξ̃
= 15. The resonance is clearly nonsensical. The reason for the resonance is that the extended

Fröhlich model does not account accurately for boson-boson interaction. We note that similar
divergencies are observed in the single impurity case (see section 2.1). Still, as demonstrated by
the inset, in contrast to a single impurity, where the divergence only occurs at a specific scattering
length, for two impurities a resonance can always be found as long as the interaction strength is
negative or 1

2gIB
<

√
2πm

(2π)2ξ̃
.

In the BO approximation, the Hamiltonian is quadratic and can therefore be solved by a coherent

state Ansatz |{αk}⟩; see section 2.1 for a detailed discussion in the case of a mobile single impurity.

Applying the coherent state ansatz one obtains after some algebra, that the {αk} can be chosen to

be real, symmetric in k and are determined by the self-consistent equation

αk = −2gIB
√
n0
Wk cos(k ·R/2)

Ek
− 2gIB

Wk cos(k ·R/2)
Ek

1

Ld

∑

k′

Wk′ cos(k
′ ·R/2)αk′ , (5.13)

which can be easily resummed as a geometric series. This leads to the following R-dependent part

of the ground state energy in the thermodynamic limit

E(R) =
n0

1
2gIB

+ 1
(2π)d

∫
ddk

W 2
k

Ek
cos2(k ·R/2)

. (5.14)
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Figure 5.4: a) The effective potential between the two impurities for different V0 and L = ξ̃
obtained from minimising the GP-functional in the BO approximation. b) Comparing the GP-based
results with the Yukawa potential and the results obtained from the linearised model with a Gaussian
interaction potential for small interactions V0 = 0.9µ, which corresponds to aIB = −0.6ξ̃. For weak
couplings, we find good agreement between the results obtained from solving the full GP-equation
and the Fröhlich model.

The integral
∫
ddk

W 2
k

Ek
cos2(k ·R/2) can be solved analytically in 3D using dimensional regularisa-

tion and yields

1

(2π)3

∫
d3k

W 2
k

Ek
cos2(k ·R/2) = m

(2π)2


−

√
2π

ξ̃
+ π

exp
(
−
√
2R/ξ̃

)

R


 . (5.15)

As can be seen in Figure 5.3 the energy diverges when the denominator in (5.14) is zero, which does

not only depend on the coupling gIB but also the separation R. This is due to the accumulation of

an infinite number of phonons in the bound state. In a realistic system this effect is balanced by the

here neglected phonon-phonon interaction. A similar effect is known from the quantum mechanical

setting, see [121] and Appendix C. We note that other approaches that rely on trial wave function

that do not re-sum the whole scattering series will not encounter this divergence.

5.4 Main methodology and results

In this section, we describe an approach which eliminates the difficulties encountered in the previous

section. The Hamiltonian (5.5) will serve as the starting point for the mean-field treatment. The GP
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energy functional in the BO approximation, which needs to be minimised to find the ground state,

can now be simply read off from (5.5)

E(φ,R) =

∫
d3r

{
|∇φ|2
2mr

+
gBB

2
(|φ|2 − n0)

2 + (V (r+R/2) + V (r−R/2)) |φ|2
}
. (5.16)

This energy functional can be minimised using a split-step Fourier algorithm in imaginary time.4

This, in turn, allows us to calculate the mediated interaction through

V GP
BP (R) = E(R)− E0 − E(∞) , (5.17)

where E0 is the energy of the Bose gas without impurities and E(∞) is the energy of the two

polarons at infinite separation and is subtracted to obtain the purely attractive part attributed to the

bipolaron.

In Figure 5.2, we show the scattering length for different microscopic interaction amplitudes

V0 while keeping the potential range L = ξ̃ fixed throughout all of our calculations. We focus

on (microscopically attractive) V0 > 0 on either side of the first resonance. We can accordingly

identify two relevant regimes, which are depicted in Figure 5.2 a). On the left (right) side of the

scattering resonance indicated by the dotted line, we find a negative (positive) scattering length for

the impurity-boson interaction. For comparison in Figure 5.2 b), we show the s-wave scattering

length for the mediated impurity-impurity interaction. In Figure 5.4 a), we show the shape of the

mediated potential between two impurities for different V0. Figure 5.4 b) shows the comparison

with the linearised model for weak coupling; here, we chose the s-wave scattering length of the

Yukawa potential to match the scattering length of the Gaussian potential. There is good quantitative

agreement for weak coupling between the linearised model using a Gaussian pseudopotential and

the result obtained using the GP functional. We also observe that the Yukawa potential, which is

obtained by employing a zero-range interaction, matches the behaviour of the interaction potential

with a finite range for larger separations, indicating that the exact effective range of the potential is

4All calculations were performed in Cartesian coordinates, and to speed up the calculations, they were performed
on GPUs using CUDA.jl [127].
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Figure 5.5: The effective potential for the two impurities near the Feshbach resonance. We can see
that for a more realistic pseudopotential the transition is smooth across the resonance. In contrast,
the diverging scattering length leads to a breakdown of the Yukawa predictions. It also becomes
clear that for larger V0, the Fröhlich model, even with a UV regulated pseudopotential, becomes
inadequate.

not highly relevant for the range of the mediated potential. One main difference between a zero

range interaction and a more realistic Gaussian interaction is that the mediated potential stays finite

for R = 0. A similar discrepancy between the Yukawa potential and the mediated potential was

reported in [60] using a scattering matrix approach.

In Figure 5.5, we show the mediated interaction close to the Feshbach resonance. Here another

shortcoming of the zero range scattering potential is revealed, namely, close to the scattering

resonance aIB diverges, leading to infinite attraction, which is unphysical. The results obtained

from the GP energy functional and the result obtained employing a Gaussian potential give a

more realistic picture. Here, the mediated interaction changes less drastically across the Feshbach

resonance. We also observe that for larger V0, the linearisation approach becomes inadequate and

significant deviation from the GP result can be observed. While the Fröhlich model with Gaussian

potential underestimates the interaction here, we note that it is a priori not clear whether the Fröhlich

model over or underestimates the mediated potential. The two competing effects that the Fröhlich

model does not account for are (i) two and higher-order phonon impurity scattering processes,

which lead to enhanced mediated impurity-impurity interaction and (ii) the boson-boson interaction,

which damps the phonon exchange.
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Figure 5.6: a) The binding energy of the bipolaron for different mass ratios. Strictly speaking, our
approach is only valid for m/M ≪ 1. The diamonds indicate the threshold after which a bound
state is formed. This threshold decreases with mr

Mn0ξ̃3
and in-fact becomes 0 for mr

Mn0ξ̃3
= 0. b) If the

interaction strength is weak or the impurities are very light, no bound state is formed, and only two
polarons coexist. c) For strong enough interactions, a bound state called the bipolaron emerges.

The bipolaron energy can be calculated by finding the ground state of the resulting stationary

Schrödinger equation. Within the mean-field approximation for p = 0, the condensate wave function

φ can always be chosen to be real. Therefore we do not have to consider the vector potential typically

arising within the Born-Oppenheimer approximation [128]. Moreover, we observe that the equation

is radially symmetric, and consequently, the ground state will have zero angular momentum. Thus,

we have to solve the radial Schrödinger equation

(
− 1

M

d2

dR2
+ VBP(R)

)
u(R) = EBPu(R) , (5.18)

with the boundary condition u(0) = 0 to obtain the bipolaron energy. In Appendix D, we discuss the

details of how this equation was solved numerically. The results obtained are shown in Figure 5.6.

Notably, the dependence on the mass ratio is weak compared to the linearised case,5 which can be

explained by realising that the effective potential stays finite. If the mass ratio becomes small, the

kinetic energy becomes less critical, and the solution of (5.18) will be localised around the minimum

of the potential. Furthermore, we observe a critical V0 after which a bound state (EBP < 0), the

bipolaron, is formed. In Figure 5.6, we have indicated this value by diamonds.

5compare with (5.10) where the energy scales linearly in the impurity mass
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As mentioned earlier, it is essential to compare the localisation of this bound state to the range of

the impurity-impurity interaction. On average, the separation of the impurities is much greater than

the range of the impurity-impurity interaction, which in this case is actually the vital length scale

since after integrating out the bosonic degrees of freedom, we have reduced the problem effectively

to a single particle scattering problem, with two competing length scales. To make this statement

more quantitative, we compare some characteristic effective ranges. Considering a microscopic

van-der-Waals interaction the effective range is given by r0 ∼ (C6m/me)
1/4a0 [18], where a0 is

the Bohr radius and typical values are C6 ∼ 103 and m/me ∼ 104 − 105, which gives the estimate

r0 ∼ 100a0. To put this into context, one can estimate the healing length in terms of the Bohr

radius for typical experimental values (see for example [31]), which leads to ξ̃ ∼ 107 − 1010a0.

Accordingly, the effective range of the impurity-impurity interaction typically is a fraction of the

range of the effective interaction potential mediated by the condensate. Nevertheless, in the case of

large V0, the impurity-impurity interaction can no longer be neglected, and few-body physics, like

the bound state between the two impurities due to direct impurity-impurity interaction, can become

relevant.

5.5 Conclusion

In this chapter, we have presented an approach to address the ground-state interaction of two

impurities immersed into a three dimensional Bose gas capable of taking the boson-boson interaction

into account. We started by showing that linearisation efforts and the resulting Fröhlich Hamiltonian

are inadequate to fully describe the polaron interaction in a Bose gas. We also discussed how

naive extensions of the Fröhlich model are inadequate. We then outlined how these issues can be

addressed using a mean-field treatment paired with the Born-Oppenheimer approximation, which

is valid for heavy impurities. While, strictly speaking, the mean-field approximation completely

neglects quantum corrections in the form of deformed phonons, it is important to note that short-

scale physics determine the bipolaron properties. Therefore, we do not expect phonons to play a

significant role in this regime. We first minimised the mean-field energy functional, from which
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we extracted the interaction potential. Here, we compared our results to the Yukawa potential and

the results obtained from the linearised model with a Gaussian potential. Next, we calculated the

bipolaron energy using the effective potential by solving the resulting radial Schrödinger equation.

To summarise, this chapter highlighted the fundamental problems like diverging mediated

interactions associated with approaches based on linearisation when studying the interplay of two

impurities and presented a simple way of dealing with these shortcomings. A detailed comparison

of the results presented here with other methods, especially with the quasi-exact quantum Monte

Carlo method, would be an intriguing direction for future work. In addition to that, we hope that the

methods presented will serve as fertile ground to explore the bipolaron in and out of equilibrium in

greater detail.
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CHAPTER 6

Effective action approach to the non-equilibrium dynamics of a

Newtonian impurity coupled to a fluctuating field

The following chapter is based on preliminary results [JJ4].

Introduction

In the previous chapters, we have seen how semi-classical techniques, which can loosely be

characterised as c-field treatments, constitute highly effective methods for describing quantum

impurities in ultracold gases. Interestingly, classical colloids interacting with fluctuating fields have

also attracted significant interest in the area of statistical field theory [129–135]. In the stochastic

description employed here, one usually looks at the damped motion of a classical Langevin particle

coupled to an external field. Here, temperature is incorporated naturally and an integral part of the

system. However, in many classical considerations, the impurity follows a first-order differential

equation, and the coupling to the field is linear. Newtonian impurities that naturally arise by taking

the classical limit of the quantum theory have been underappreciated in the stochastic field theory

community. At first glance, one might conclude that the two flavours mentioned above only show

weak similarities. Still, they can be described on an equal footing in the limiting case of a classical

impurity. In fact, in chapter 4, we have demonstrated how a heavy quantum impurity is well

approximated by a classical impurity following Newtonian equations of motion. In this chapter,

we show how one can derive a general effective stochastic description for an impurity that couples

quadratically to an arbitrary stochastic field. The effective description, accurate up to second order
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Figure 6.1: Caricature of the impurity interacting with the fluctuating field.

in the impurity-field coupling, can then be used to calculate correlators, their scaling and study the

steady state in a true out of equilibrium setting.

Additionally, we benchmark our results against exact simulations, where we find good agreement

in the perturbative regime. We have made the package developed to perform the simulations publicly

available [136]. At this point, we want to stress that, in stark contrast to the previous chapters, all

(semi-) analytical results presented here are only valid in the perturbative limit.

The work is structured as follows. We start by introducing the model in its most general

form. From there, we derive a perturbative effective Langevin equation for the impurity, which

is valid for a broad class of field theories. Here we focus on two different settings in particular.

Namely, by integrating out the field, we first derive the effective action above the mean-field critical

point µ > 0, where the expectation value of the order parameter itself vanishes. We refer to

this setting as the symmetric case, for which we focus on free theories. This is valid for weakly

interacting field theories. Additionally, we sketch how one could include interactions in Appendix F

and note that the numerical package can also deal with interacting theories of arbitrary coupling

strength. Subsequently, we focus on the degenerate regime (µ < 0), where the field acquires a finite

expectation value on the mean-field level. Here, it is crucial to include the field’s self-interaction

such that the order parameter acquires a finite expectation value. For the degenerate case, we
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6.1. The model

linearise around the mean-field value of the order parameter. This ultimately leads to a free theory

with linear coupling of the field’s fluctuations to the impurity degrees of freedom. We then again

marginalise the field and arrive at an effective Langevin equation for the impurity. To demonstrate

our so far general findings, we apply the formalism to model A, which is an archetypal stochastic

field theory [137] and also compare our results with numerical simulations in one dimension. We

conclude by summarising the preliminary results and discussing the open questions and further

directions.

6.1 The model

In the following we will outline the model in its most general form. We characterise the joint system

comprising an impurity, represented via its time-dependent position y(t), and the field φ(r, t) via a

(semi-) classical Hamiltonian

H[y, φ] = Hφ[φ] +Hint[y, φ] , (6.1)

which is composed of the field’s Hamiltonian Hφ and the interaction Hamiltonian Hint. We keep

the discussion intentionally general for the field Hamiltonian. In particular, we allow for both

real and complex fields. In the case of a complex field we think of φ as (φ, φ∗). For example the

field theory could describe a driven dissipative condensate [73, 138–143] after taking the semi-

classical limit, which is structurally similar to a Bose-Einstein condensate described by a stochastic

Gross-Pitaevskii equation [144–146] or general statistical field theories like model A or model B

[137, 147].

For the interaction Hamiltonian, however, we choose a specific form where the impurity couples

to the energy density of the field,

Hint[y, φ] = λ

∫
ddrV (y(t)− r)|φ(r, t)|2 . (6.2)

Here, we have introduced the coupling constant λ. In terms of an arbitrary length scale L, the units
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of λ are given as

[λ] = Ld−2 , (6.3)

where d denotes the dimension of the system. Ergo, λµd/2−1, will serve as the (dimensionless)

perturbative parameter and hence is supposed to be small. Further, the coupling is locally smoothed

by an interaction kernel, which describes the spatial extent of the impurity. In the following, and as

is usual in the literature [52, 59, 131, 148] we choose a Gaussian interaction potential with effective

range R1/2

V (r) =
exp
(
− r2

2R

)

√
(2πR)d

. (6.4)

As discussed in section 2.1 for most applications within the field of ultra-cold atoms, we are in the

low energy regime, and the exact shape of the potential does not play a crucial role. Instead, the

s-wave scattering length and the effective range of the potential determine the properties of the

impurity interaction. For a discussion on s-wave scattering, we refer to the corresponding discussion

in the previous chapter and [18]. For the Gaussian potential, in particular, we refer to [75]. While

the quadratic coupling might seem odd compared to a statistical field theory setting, the choice of

interaction (6.2) is motivated by its quantum pendant. In quantum mechanics, it is well known that

the particle couples quadratically to the field theory [10, 71], and it has routinely been utilised in

the context of Bose polarons [52, 53, 59, 97].

Setting out from the Hamiltonian description of the coupled system, we assume the dynamical

evolution of the impurity to be Newtonian,1 while the field evolves dissipatively and couples to a

thermal bath at temperature T , hence

M ÿ(t) = −∂Hint[y, φ]

∂y
= λ

∫
ddr (∇V )(r− y(t))|φ(r, t)|2 , (6.5)

νφ̇(r, t) = − δ

δφ(r, t)
(Hφ[φ] +Hint[y, φ]) + η(r, t) , (6.6)

where M is the impurity’s mass and ν the fields mobility, In the following we choose units such

1In the quantum context this can be see as a saddle point approximation of the path integral; see chapter 4.
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that ν = 1. The additive noise is denoted by η(r, t) and takes the form of an uncorrelated Gaussian

noise sheet defined via

⟨η(r, t)η(r′, t′)⟩ = 2Tδd(r− r′)δ(t− t′) . (6.7)

These equations serve as the starting point. All numerical results presented in the chapter are

calculated by directly solving this set of coupled equations.2 In the next chapter, we develop a

general perturbative framework to derive an effective Langevin equation for the impurity. The

Langevin equation can then be used to obtain perturbative expressions for the force-force correlator

and the response function. Throughout this chapter we use the following convention for the Fourier

transform

φ(q, t) =

∫
ddr e−iqrφ(r, t) , (6.8)

φ(r, t) =
1

(2π)d

∫
ddq eiqrφ(q, t) =

∫
d̄dqeiqrφ(q, t) . (6.9)

6.2 Effective action & Langevin equation

This section presents a general perturbative framework for the impurity-field interaction that allows

for deriving an effective Langevin equation for the impurity. For the symmetric case, it is possible

to obtain the effective stochastic equations of motion to fixed perturbative order in λ by tracing

out the field. In the degenerate case, we first linearise and then trace out the field. In either

case we accomplish this by using the Martin-Siggia-Rose (MSR) formalism [149], which also

naturally arises when taking the semi-classical limit in the Keldysh path integral [73, 150]. The

joint stochastic weight of the impurity y(t) and the field φ(q, t) can be expressed in terms of path

integrals over auxiliary (“ghost”) fields ỹ(t), φ̃(q, t), by writing

P (y, φ) =

∫∫
D[ỹ]D[φ̃] exp (−Ay[y, ỹ]−Aφ[φ, φ̃] +Aint[y, ỹ, φ, φ̃]) , (6.10)

2See [136] for the implementation.
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with

Ay[y, ỹ] =

∫
dt ỹ

(
M∂2t

)
y , (6.11)

Aφ[φ, φ̃] =

∫∫
d̄dqdt φ̃(−q, t) [∂tφ(q, t) + δφH[φ(q, t)] + 2T φ̃(q, t)] , (6.12)

Aint[y, ỹ, φ, φ̃] = λ

[∫
dt ỹ(t)

∫∫
d̄dqd̄dp (−iq)V (q)e−iqy(t)φ(p, t)φ(q− p, t) (6.13)

−
∫

dt

∫∫
d̄dqd̄dpV (q)eiqy(t)φ̃(p, t)φ(p− q, t)

]
. (6.14)

In the next step, we take the marginal density in y by integrating over the field φ and φ̃. We thus

describe the marginal density by an effective action Ay;eff [y, ỹ], i.e.

P [y, ỹ] =

∫
D[φ, φ̃]e−Ay [y,ỹ]−Aφ[φ,φ̃]+Aint[y,ỹ,φ,φ̃] = e−Ay;eff [y,ỹ] . (6.15)

Marginalising φ can be achieved in a straightforward way and perturbatively in λ, as long as φ

enters the action at most quadratically. However, this requirement is not nearly as restrictive as it

appears to be. Below the critical mean-field value and for non-zero self-interaction, the field has a

finite mean-field expectation value, and we thus expand the field around said value, in line with

standard treatments [7, 46, 73, 147]. Subsequently, we only keep terms up to second order in the

fluctuating fields and focus on the coupling terms which are linear in the field.3 Thus the resulting

Hamiltonian is quadratic in the fields by construction.

For the symmetric case, the interaction can be included perturbatively. While in this chapter,

we restrict ourselves to free theories in the symmetric regime, we sketch the idea in Appendix F.

Furthermore, we believe that the effect of the field’s self-interaction is an exciting direction for

further studies. We note that for an effective description of the impurity, this is valid up to second

order in λ since the back action only enters the expansion for higher orders in λ. For either case this

results in the approximate effective marginal density

Peff =

∫
D[ỹ] exp

(
−Ay[y, ỹ]− λ2A(2)

y [y, ỹ]
)
, (6.16)

3This is actually closely related to the idea of the Fröhlich Hamiltonian.
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where

A(2)
y [y, ỹ] =

∫ ∞

∞
dt ỹ(t)

∫ t

−∞
ds∇H(y(t)− y(s), t− s)

+
1

2

∫ ∞

∞
dt ỹ(t)

∫ t

−∞
ds ỹ(s)G(y(t)− y(s), t− s) . (6.17)

We find two different expressions for H and G depending depending on the sign of µ. We roughly

sketch the derivation for either case and state the results in the following. For the details of the

lengthy but otherwise straightforward calculation, we refer to Appendix E.

Symmetric case µ > 0

Assuming the Hamiltonian to be bilinear in the fields,4 its functional derivative is a linear differential

operator

δH[y, φ]

δφ(q, t)
= Lφ(q)φ(q, t) . (6.18)

The integral over the fields φ and φ̃, ignoring for now the field independent pre-factor e−Ay [y,ỹ], can

be brought into a Gaussian form since the Hamiltonian is bilinear by assumption and can be written

as

∫
D[φ, φ̃]e−Aφ[φ,φ̃]+Aint[y,ỹ,φ,φ̃] . (6.19)

We can now perform the Gaussian integral over the fields and use the well know relationship

detA = eTr lnA , (6.20)

to re-exponentiate the resulting expression. The Tr ln term is then expanded perturbatively in λ. The

details of the calculation can be found in Appendix E and above criticality the following expressions

4As described earlier; otherwise the non-bilinearity is treated perturbatively.
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for the two terms in (6.17) are obtained

Hsym(r, t) = 2

∫∫
d̄dqd̄dp eiqr|V (q)|2Re

[
C∗
φ(p, t)χφ(p− q, t))

]
, (6.21)

Gsym(r, t) =

∫∫
d̄dqd̄dpq2eiqr|V (q)|2Re

[
Cφ(p, t)C∗

φ(p− q, t)
]
, (6.22)

where we introduced response and correlation function of the fields in Gaussian approximation

χφ(r− r′, t) = ⟨φ̃∗(r, t)φ(r′, t)⟩0 , (6.23)

Cφ(r− r′, t) = ⟨φ∗(r, t)φ(r′, t)⟩0 . (6.24)

By ⟨...⟩0 we denote the average taken with any self-interaction of the field set to 0 and λ = 0.

For field theories that obey detailed balance the dissipation-fluctuation relation −θ(t)∂tCφ(r, t) =

Tχφ(r, t) holds and thus we can verify the following fluctuation dissipation relation for the effective

theory

−θ(t)∂tGsym(r, t) = THsym(r, t) . (6.25)

Degenerate case µ < 0

As mentioned before, for µ < 0 the field acquires a finite expectation value and we can expand the

fields around their mean-field values. In particular we write

φ(r, t) =
√
n0 + δφ(r, t) , (6.26)

φ̃(r, t) = δφ̃(r, t) , (6.27)

where ⟨φ(r, t)⟩ = √
n0. Performing the expansion we find

Hφ[φ] +Hint[y, φ] → H(2)
δφ [δφ] + λ

√
n0

∫
ddrV (r− y(t)) [δφ(r) + δφ∗(r)] , (6.28)
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where H(2)
δφ denotes the linearised bilinear part of the Hamiltonian and we have dropped terms of

order three and higher in δφ. After dropping the higher order terms we can write the response and

correlation functions for the degenerate case as

χδφ(r− r′, t) = ⟨δφ̃∗(r, t)δφ(r′, t)⟩0 (6.29)

Cδφ(r− r′, t) = ⟨δφ∗(r, t)δφ(r′, t)⟩0 . (6.30)

Additionally, we also neglect the quadratic interaction term since it will be dominated by the linear

term, as long as the mean-field expectation value is large enough or the fluctuations around it

remain small. Again we can marginalise the fields. Due to the linear term in δφ, this is somewhat

simpler for the µ < 0 case and does not involve the perturbative expansion of a Tr ln term. For the

degenerate case we obtain

Hd(r, t) = 4n0

∫
d̄dq eiqr|V (q)|2Re [χδφ(q, t)] , (6.31)

Gd(r, t) = 4n0

∫
d̄dqq2eiqr|V (q)|2Re [Cδφ(q, t)] . (6.32)

For the details of the calculation we refer to Appendix E. We observe that also for the degenerate

case we can verify the fluctuation dissipation relation.

Langevin equation

By performing the “Inverse MSR”, which is equivalent to introducing the Hubbard-Stratonovich

[151, 152] noise field ζ(r, t) we can write

e
∫∞
∞ dt ỹ(t)

∫ t
−∞ ds ỹ(s)G(y(t)−y(s),t−s) =

∫
D[ζ(t)]e−

∫
dt ỹ(t)ζ(y(t),t)Pζ [ζ] , (6.33)

with the (Gaussian) weight for the ζ field

Pζ [ζ] ∝ exp
(
− 1

4

∫∫
dt ds ζ(y(s), s)G−1(y(t)− y(s), t− s)ζ(y(t), t)

)
. (6.34)
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HereG−1(r, t) is the functional inverse ofG(r, t) satisfying
∫
duG−1(r, u−t)G(r, s−u) = δ(t−s).

Then, by performing the integral over ỹ to obtain a δ-functional over paths and interpreting the

result as an effective Langevin equation

M ÿ(t) = −λ2
∫ t

0

ds∇H(y(t)− y(s), t− s) + λζ(y(t), t) , (6.35)

with

⟨ζ(r, t)ζ(r′, s)⟩ = G(r− r′, t− s) (6.36)

we can recast the problem into a general stochastic differential equation, only containing the

impurity coordinate y. From the effective Langevin equation it is now straightforward to read off

for example the force-force correlator (FFC) of the impurity

M2 ⟨ÿ(s)ÿ(t)⟩ = λ2G(0, t− s) +O(λ3) . (6.37)

The FFC can be integrated to yield other correlation functions, and additionally, is a quantity that

is also accessible numerically and can therefore serve as a diagnostic tool to assess the validity of

the effective Langevin equation. We are now in the position to apply the developed formalism to

specific field theories. In the following we focus on the relatively simple case of a real field, where

the order parameter is not conserved.

6.3 Model A

In this section we we apply the developed methods to the Landau–Ginzburg–Wilson Hamiltonian

Hφ[φ] =

∫
ddr

(
|∇φ(r)|2 + µ

2
|φ(r)|2 + u

4
|φ(r)|4

)
, (6.38)

where µ determines the mean-field expectation value of the condensate and u is the self interaction

strength of the field. In the remainder, we focus on model A, where the field’s dynamics are
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Figure 6.2: a) The non-derivative part f(φ) = µφ2 + u
4
φ4 of the Landau–Ginzburg–Wilson

Hamiltonian. We can see how for µ < 0 a degenerate minimum emerges. The b) response and c)
correlation function for model A in the Gaussian approximation (u = 0).

determined by the functional derivative of Hφ[φ]. Model A is related to the field theory used to

describe the ultracold Bose gas in the rest of this thesis by taking the fields to be real and performing

a Wick rotation in time, which results in a non-conserved order parameter. We show the non-gradient

part of the Hamiltonian density and the free propagators (u = 0) for model A in Figure 6.2. Here we

can see that in this case, the model possesses a discrete Ising Z2 symmetry. Before delving into the

results, we think, given our slightly unconventional unit-system5 it is beneficial to explicitly state

the units of the parameters and fields at play. The units can be found by noting that the expression

in the exponential of (6.10) has to be dimensionless. In terms of an arbitrary length scale L, we

then find

[µ] = L−2 [x] = L1, [t] = L2, [T ] = r0, [R] = L2, [φ̃(r, t)] = L−d/2−1, (6.39)

[φ(r, t)] = L1−d/2, [λ] = Ld−2, [u] = L4−d, [y] = L1, [ỹ] = L−1 [M ] = L2 .

Symmetric case µ > 0

For model A we find the response and correlation function in Gaussian approximation u = 0 and

λ = 0 to be

χφ(q, t) = e−(q2+µ)tΘ(t) , (6.40)

5It should be noted that we did not set T = 1 as is usual in, for example, renormalisation group treatments
[138, 147].
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Figure 6.3: a)-c) The FFC scaling function (6.43) for model A and d = 1, 2, 3 in the symmetric
regime for short time scales . We see that for a large effective potential range R the scaling function
remains almost constant for early times. d)-f) The symmetric scaling function for longer times and
d = 1, 2, 3. Here we multiplied by e2τ = e2µt to show the power-law decay τ−1−d, which depends
on the dimension of the system. While for early times, the behaviour is non-universal, for later
times, the curves collapse, because the exact shape of the potential no longer plays a role.

Cφ(q, t) = T
e−(q2+µ)|t|

q2 + µ
. (6.41)

We note that, in general, the approximation u = 0 is quite restrictive, especially for the case µ ≈ 0

or µ < 0. Nevertheless, in the case where µ is positive and non-zero, it is less restrictive and

can be used to approximate weakly interacting fields. This is because, in the symmetric case, the

expectation value of the field is zero. Therefore, in first approximation, u only weakly modifies the

impurity-field interaction. We are now in the position to calculate the force-force correlator (6.37)

M2 ⟨ÿ(0)ÿ(t)⟩ = λ2T 2µd−1Fsym(Rµ, tµ) , (6.42)

with the (dimensionless) scaling function

Fsym(R̃, τ) =
π2

(2π)2dΓ(d/2 + 1)2
e−2τ

∫∫
dx dy xd−1yd+1 e−y2R̃−τ((x−y)2+x2)

(1 + x2)(1 + (y − x)2)
, (6.43)
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where we have defined the dimensionless quantities τ = |µ|t and R̃ = R|µ|. The double integral

can be performed numerically. In one dimension, one can simplify this expression and arrive at the

semi-analytical function

Fsym(R̃, τ, 1) =
1

2
√
π
e−2τ∂R̃

∫ ∞

0

dm

e
τ(τ+m+2R̃)+R̃m

τ+m+R̃ erfc
(√

τ(τ+m+2R̃)+R̃m

τ+m+R̃

)

√
τ +m+ R̃

e−m . (6.44)

In Figure 6.3 we show the scaling function for short and long times. Here we can identify two

regimes, namely, for short times, the behaviour is determined by R̃+ τ and thus is almost constant

for large R̃ at short times. For long times we can extract the decay as

Fsym(R̃, τ, 1) ∝ e−2ττ−(d+1), τ ≫ 1 . (6.45)

While the power-law part of the decay is hard to observe for model A as the exponential decay

overshadows it, we note that there are other field theories, like model B in the symmetric regime,

where the exponential decay is absent. For model B, the dynamics of the field is governed by

−∇2δφHA[φ] and in the symmetric regime the FFC shows the same algebraic decay without the

exponential part as Model A. By integrating the FFC, one can obtain other correlators like the

velocity correlator or the position correlator. We want to demonstrate this by discussing the velocity

correlator. Here, we find that the scaling function V(τ1, τ2) =
∫ τ1
∫ τ2 dτ dτ ′ F (τ, τ ′) is given by

V(τ1, τ2) ∝
∫∫

dx dy
xd−1yd+1e−y2R̃

(1 + x2)(1 + (y − x)2)

× e−α(x,y)τ1 + e−α(x,y)τ2 − 1− e−α(x,y)|τ1−τ2| + 2α(x, y)min{τ1, τ2}
α(x, y)

, (6.46)

with α(x, y) = 2 + (x − y)2 + x2. Even though this expression looks quite cumbersome at first,

we can make an important observation at this point already, namely that the mean square velocity

(τ1 = τ2) grows linearly in time. The linearly increasing kinetic energy, which is directly linked to

the root mean square velocity, might look odd at first but is easily explained by noting that we have

not assumed any confinement or friction for the impurity.
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6.3. Model A

Figure 6.4: a)-c) The scaling function of the FFC (6.51) for model A in the degenerate regime
and d = 1, 2, 3. The incomplete gamma function does not have a closed form expression for
the asymptotic behaviour as t → 0. d)-f) The degenerate scaling function for longer times. We
multiplied the scaling function by e2τ = e2µt to show the additional power-law decay, which
depends on the dimension of the system.

Degenerate case µ < 0

We now turn our attention to the degenerate case µ < 0. As can be seen in Figure 6.2 for µ < 0 the

field’s potential has minima at

φ0 =
√
n0 = ±

√
|µ|
u
. (6.47)

As described in the previous section, we expand the field around the finite mean-field expectation

value and drop terms of order three and higher. At the same time, we only keep the linear terms in

the impurity-field interaction since those are the most dominant. Doing so ultimately results in the

(approximate) Hamiltonian

Hφ[δφ] =

∫
ddr

(
|∇δφ(r)|2 + µ|δφ(r)|2

)
(6.48)

and

Hint = λ
√
n0

∫
ddrV (r− y(t))δφ(x) . (6.49)

Again, we can use the MSR formalism to rewrite the problem as a path integral and perform the
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6.3. Model A

same steps as before. The only difference is that we can integrate the fields out exactly, and no

further approximations have to be made. Thus, we directly arrive at an effective action for the

impurity. The simplicity of performing the integration is, of course, only due to the approximation

of dropping higher-order terms in δφ done earlier. We can also see that the response (correlation)

function for the fluctuating field in the λ = 0 case is almost identical to the µ > 0 case, with the only

difference that µ→ 2|µ|. Using (6.31) and (6.37) one can now calculate the FFC fully analytically

and find

M2 ⟨ÿ(0)ÿ(τ)⟩ = 4λ2Tn0|µ|d/2Fdeg(R|µ|, t|µ|, d) , (6.50)

with

Fdeg(R̃, τ) =
πd/2

(2π)d
2

d−2
2 e2R̃Γ

(
−d
2
, 2(R̃ + τ)

)
, (6.51)

where Γ(· , ·) is the incomplete gamma function [153]. From here we can again extract the asymp-

totic scaling of the FFC

Fdeg ∝ e−2ττ−d/2−1 τ ≫ 1 , (6.52)

which differs from the symmetric case. We show the scaling function and its asymptotic behaviour

in Figure 6.4, where we can again observe the two different regimes for short and long times.

Numerical considerations

This section will briefly discuss the numerical results and compare them to the perturbative calcu-

lations. For simplicity, we focus on the one-dimensional setting for now. However, with the the

numerical package developed within the framework of this chapter it is also possible to study higher

dimensional systems. For all numerical calculations we have set M = 1. It should be mentioned

that while for many one dimensional theories, there are problems with divergencies, especially at
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6.3. Model A

Figure 6.5: The FFC for model A for a) the symmetric and b) the degenerate case within the
perturbative regime. The coloured markers are the numerically obtained values, which are calculated
by solving the stochastic equations without any approximations. The system size is N = 1024 and
M = 1. The solid black dots represents the theoretical values, which are accurate up to second
order in λ. All values in the legend are in units of the lattice spacing and are only provided to
demonstrate the scaling collapse.

the critical point6 [137, 147, 154, 155], in the following the case, µ = 0 is not considered, and thus,

all our analytical results are finite. For all numerical considerations, the system has a natural UV

(IR) cutoff given by the (inverse) system size. We also note that all numerical results presented

here do not depend on the system size within the time scales needed to “measure” the force-force

correlator. The numerical results are obtained by initialising a field according to the action with

λ = 0 and then letting the field evolve until a steady state with the impurity is reached. Only then

we start measuring the correlator. For the time propagation of the field, a pseudo-spectral Fourier

Galerkin method [156] was used, while the time propagation for the impurity was performed using

the leap-frog method [157]. Denoting the discretised version of φ(r, t) and y(t) as φn,i and yi

respectively each propagation step takes the form

yi+1 = yi +∆tẏi +
∆t2

2
λ∆x

∑

n

(∇V )(n∆x− yi)|φn,i|2 (6.53)

φn,i+1 = F−1

(
1

1 + ∆tk2
F
[
φn,i −∆t

(
φ2
n,i + µ+ 2λV (n∆x− yi)

)
φn,i +

√
2T∆t

∆x
ξn,i

])

(6.54)

6In particular for u = 0 where the growth of the zero-mode is unbounded.
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ẏi+1 = ẏi
∆t

2
∆xλ

(∑

n

(∇V )(n∆x− yi)|φn,i|2 +
∑

n

(∇V )(n∆x− yi+1)|φn,i+1|2
)

(6.55)

where ξn,i ∼ N (0,1), ∆t is the time stepping and ∆x the grid spacing. For more details on the

implementation we refer to [136]. While it is difficult to numerically verify the long time behaviour

due to the exponential decay observed for model A, we can see in Figure 6.5 that for the perturbative

regime, our analytical expressions agree well with the numerical results. We also note that all

analytical results are obtained in the continuum limit for infinite systems.

6.4 Summary & outlook

In this chapter, we have considered a (classical) impurity coupled to a fluctuating field. We have

derived a perturbative effective action only containing the impurity degrees of freedom, applicable

to a wide range of field theories. Here, we found that it is essential to distinguish between the

symmetric (µ > 0) and degenerate (µ < 0) case. Subsequently, we applied our results to model A,

where we focused on the FFC and found that the scaling is determined by a dimensionless scaling

function F . With the help of the obtained scaling function, we found that the long-time behaviour

of the FFC is distinct for the symmetric and degenerate regime. Additionally, we investigated the

effects of the size of the impurity and found that for large R̃, the decay of the FFC on short time

scales is slowed down. In contrast, the long-time behaviour is universally independent of R̃. Lastly,

we tested our perturbative method against numerical results obtained by simulating the complete

system. For simplicity, we focused on one-dimensional systems and found good agreement with the

effective theory in the perturbative regime.

While the results presented so far are promising, there are many exciting avenues for future

studies. A natural next step is to apply our results to a driven dissipative condensate [73, 138–143]

and, for example, also compare the predictions with those made in [158], where a treatment using

more conventional tools based on the Fröhlich paradigm was developed. We also note that the

analysis done for model A in the symmetric case straightforwardly carries over to model B, where

the order parameter is conserved. For model B, one does not find an exponential decay for the
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6.4. Summary & outlook

FFC at long times but rather only an algebraic decay. Lastly, we would like to note that while the

numerical results presented here focused on the perturbative regime, the applicability is, in principle,

not limited to specific couplings. It would certainly be worthwhile to study the behaviour of the

impurity in the strong coupling regime and for different fields numerically or even investigate the

influence of a trapping potential on the impurity.
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CHAPTER 7

Conclusion & outlook

This work demonstrated how semi-classical approaches are well suited to model the interaction

between impurities and ultracold bosons. In particular, we introduced treatments based on c-field

methods to describe the system in and out of equilibrium. We used these methods to study the

properties of a single impurity immersed in an ultracold Bose gas and also addressed the medium

mediated interaction between two impurities. This section highlights the main results, their impact

and suggests further work in the area. We will proceed in the order that the results appear throughout

the thesis.

Our first result pertains to the equilibrium properties of the one-dimensional Bose polaron. Using

the analytical solution to the mean-field equations and a generalised Bogoliubov transformation

to include first-order quantum corrections, we developed a simple and highly accurate description

of the one-dimensional Bose polaron valid for typical experimental parameters. Besides the high

predictive power and accuracy of the treatment, it also provides powerful insights into the importance

of taking the condensate deformation into account. Furthermore, we were able to show that, when

starting with the correct mean-field solution, quantum corrections remain small within the parameter

space explored; this important realisation paves the way to applying similar approximations to

other polaron problems. Beyond the cases considered in this work, the presented methodology has

since been applied to other problems, such as bipolarons in one dimension [88, 159]. Additionally,

similar approximations based on the GPE have also been used in higher dimensions [52, 53, 59].

Another interesting question arising from the equilibrium treatment is how the presented technique

can be amended to the out of equilibrium setting or finite temperatures.
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Our second result addresses this question, and here again, we considered an impurity interacting

with an ultracold Bose gas and explored the temporal dynamics of the impurity after a sudden

impurity-boson interaction quench. Motivated by the previous findings, we adapted the truncated

Wigner approximation to develop a mean-field plus first-order quantum correction approach. An

essential contrast to earlier works is that for dynamical problems and at finite temperature, the often

employed LLP transformation, which eliminates the impurity from the problem, is not suitable

without further approximations. We overcame this challenge by describing the impurity degrees of

freedom using the position and momentum representation in the path integral. We found that the

main advantage of this method compared to, for example, the coherent state representation is that it

emphasises the particle nature of the impurity. Furthermore, it enables the straightforward inclusion

of first-order quantum corrections. This, in turn, permits the description of the temporal evolution

of heavy impurities, and our treatment also includes finite temperatures. We identified different

regimes for strong and weak impurity-Bose gas couplings, which may serve as experimental

guidance. Additionally, we developed an approximate scheme to calculate the absorption spectrum.

We believe that the methodology to calculate the quench dynamics of the impurity presented here is

a powerful tool which could be used to study the interplay between several impurities and study

their induced correlations in a dynamical setting. The presented treatment could also be adapted to

explore the influence of a trap on the impurity delocalisation. Additionally, we envision that similar

techniques could be used for higher-dimensional systems, especially when paired with efficient

modifications of the truncated Wigner approximation.

After the extensive treatment of the one-dimensional problem, we looked at three-dimensional

systems, where we studied the medium-mediated exchange interaction between two impurities using

the Born-Oppenheimer approximation paired with a mean-field treatment. The main finding here is

that, in contrast to the single impurity case, the Fröhlich model can not be easily extended to go

beyond the weak coupling limit and how this can be remedied using semi-classical approximations.

In the regime we considered, the mediated interaction is mainly attributed to the density deformation;

thus, quantum corrections due to the modified phonons can be neglected. Using the c-field based

formalism, we calculated the mediated impurity-impurity interaction and the bipolaron binding

110



energy. We conjecture that the strategy presented here could serve as the starting point for studying

a (bi)polaron gas and identifying the different regimes, ranging from pair formation to multi-particle

bound states. We also believe that similar approximations could be used to study the temporal

evolution of the bipolaron formation.

In the last chapter, we highlighted the similarities between the polaron problem after applying

semi-classical approximations considered so far and standard settings within the area of classical

statistical field theory. Here, we developed a general perturbative framework to address the dynamics

of an impurity interacting with a fluctuating field. We found that the demarcation of the two cases

µ > 0 and µ < 0 should be made. We benchmarked our results against numerical calculations

for model A and found excellent agreement in the perturbative limit. While most findings in this

chapter are preliminary, we believe that the presented results are an exciting step towards bridging

the two fields. We furthermore think that applying our formalism to other field theories, like a

driven dissipative condensate in the semi-classical limit, could be another promising avenue.
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Appendix A

Experimental realisation of the Bose polaron

This Appendix discusses exemplary experimental realisations of the Bose polaron and, in particular,

focuses on the parameter regime accessible by current experiments. We first consider the one-

dimensional case, that was considered in chapter 3 and chapter 4. In fact the parameters in

chapter 3 were chosen to match the Catani experiment [22]. Next, we turn our attention to the

three-dimensional case, where a larger number of experiments have been performed. While to this

date, there have been no experiments on bipolarons directly, we use the polaron experiments to

contextualise the findings from chapter 5.

1D

In chapter 3 and chapter 4 the one-dimensional Bose polaron was studied. In particular, in chapter 3,

we developed a general approach to the one-dimensional Bose polaron and used the parameters of

the Catani experiment [22] to demonstrate our findings. In this subsection, we briefly summarise the

parameters and discuss why the experimental results deviate from our results and quasi-exact DMC

results. For an in-depth discussion, we refer to [37]. In the experiment reported in [22] 41K impurities

are initially localised in the surrounding ultracold 87Rb bath, and their subsequent expansion is

measured, which can be used to calculate the effective mass of the polaron. The mass ratio here

is given by m/M = 41/87 ≈ 0.47. In the following, we briefly summarise their experimental

procedure. The initial system is brought into the ultracold regime through microwave evaporation

and subsequent optical evaporation. After tuning the system to vanishing interspecies interaction
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Figure A.1: Comparison between the effective mass as predicted by DMC calculations in [37] and
the theoretical results obtained in chapter 3 with the experimentally values from [22]. It can be
seen that for weak coupling the agreement between theory and experiment is good. We attribute the
deviation for large coupling to the inhomogeneity of the condensate and the breakdown of the strict
one-dimensional treatment.

and controlling for the gravitational sag, the system is brought into a quasi-1D state through a 2D

lattice. The lattice transverse harmonic oscillator frequency far exceeds both species’ chemical

potential and temperature, and thus an array of 1D systems is created. Afterwards, the interaction

strength gIB is tuned to the desired value by slowly and linearly ramping up the magnetic field.1

Lastly by turning off the light blades that localise the impurity the axial size σ(t) =
√〈

X̂(t)2
〉

,

from which the effective mass can be calculated, is measured through in situ absorption imaging.

To obtain the effective mass, one uses that σ(t) ∝ 1/
√
m∗. After normalising this relationship

to the gIB = 0 value, the effective mass can be calculated from the experimental values. They

estimate the Rb peak filling and density to be 180 atoms per tube, translating to nRb = 7µm−1

and the peak K filling to be 1.4, which justifies focusing on a single impurity. In Figure A.1, we

show the comparison between the experimental values and the theory. It becomes apparent that

the experiment and the theory only agree for weak to moderate couplings. The discrepancy can

be explained by noting that even though the confinement is strong for large coupling, even small

deviations from a strictly one-dimensional system can greatly influence the effective mass, as it

allows for a current flow past the impurity. Additionally, it should be noted that the condensate is

not homogeneous, which has a sizable influence for large couplings. For a more detailed discussion

1The interaction strength gBB = 2.36× 10−37Jm is independent of this magnetic field
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Experiment Mass-ratio m/M Concentration
MIT-experiment [31] 40/23 ≈ 1.74 0.3%
Aarhaus-experiment I [5] 1 not exactly reported (< 10%)
JILA-experiment [30] 40/87 ≈ 0.46 ≈ 1% (from peak density)
Aarhaus-experiment II [32] 1 ≈ 5%

Table A.1: The mass ration of the boson-impurity mass m/M realised in different experiments.

on the comparison between the experiment and the theory, we refer to [37].

3D

In this subsection, we look at the experimental realisation of the three-dimensional Bose polaron. We

note that in this work, we have only studied three-dimensional bipolarons, where no experimental

realisation exists as of now. We thus only briefly summarise the experimentally achievable regime

and emphasise the aspects important for possible realisations of the bipolaron in light of the results

of chapter 5, i.e. the concentration and the mass ratio, which are summarised in Table A.1. Here,

we note that the experiments performed so far are in a regime where mediated impurity-impurity

interaction is largely negligible. This has been explicitly tested, for example, in [5], which has the

highest impurity density of all experiments. Nevertheless, as noted in [32] higher concentrations are

achievable. A major challenge here would be to distinguish between mediated impurity-impurity

interactions and single polaron physics. Additionally, we note that mass ratios of at least 0.5

are achievable, and we thus believe that the treatment presented in chapter 5 based on the Born-

Oppenheimer approximation is applicable in this regime.

Generally, there are two different approaches to creating the impurity. On the one hand, as

done in [30, 31], one can create a mixture with two different species, where one is very dilute; on

the other hand, it is possible to work with only one species and use an rf-pulse to transfer a small

portion of the atoms into a different spin-state. The spin polarised atoms serve as the impurities

in the system. One usually starts with very weak boson-impurity interaction or in the one-species

case without impurities and uses evaporation cooling to bring the system into the ultracold regime.

Typical temperatures here are T = 0.1− 0.8TC, where TC is the critical temperature of the Bose

gas. Most quantities of the impurity can then be extracted by performing rf-spectroscopy. There
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are two distinct ways this can be done. Either by injection spectroscopy, performed in [5, 30, 32],

where the impurity is suddenly quenched into the Bose gas or through ejection spectroscopy, used

in [31], where the impurity is ejected from the condensate. The injection is usually realised through

an rf-pulse which transfers the impurity into an interacting state. For the ejection spectrum, a broad

Feshbach resonance is used to slowly ramp up the interaction to the desired value. Then the impurity

is transferred to a non-interacting state by an rf-pulse. We note that, as pointed out in [31], that the

ejection and injection spectrum are distinct, and the former probes the excitation spectrum of the

polaron. In contrast, the latter explores the equilibrium properties of the impurity.
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Appendix B

Numerical error of the quench dynamics

In this Appendix, we discuss the exact numerical parameters and the associated errors for the results

presented in chapter 4. Some error bounds can be straightforwardly estimated, but others, such

as finite-size effects, require further investigation. For the time propagation of the bosonic field,

the symmetric split-step Fourier algorithm outlined in section 2.2 was used. The propagation error

for each trajectory associated with the time discretisation is thus O(∆t2), where ∆t is the time

spacing. For all results presented in the main part and the appendix, a time-spacing of ∆t = 0.001

was chosen, which leads to an error or order 10−6. For the propagation of the impurity position, a

second-order Runge-Kutta scheme was used, resulting in a local time error of O(∆t3). We note

that for the symmetric split-step Fourier algorithm, we always used the most recent version of the
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Figure B.1: The velocity variance of the impurity over time for a) different system sizes with
Ns = 850× 103 and b) different number of realisations with L = 200ξ̃. All other parameters are
η = 3.0, α = 0.2, γ = 0.04, n0 = 5ξ̃, a0 = 3/ξ̃ and T = 0.5ξ̃/c.
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impurity position, i.e. after performing half a time step for the second step in real space to guarantee

an error of order ∆t2. We can therefore conclude that the error from time stepping is negligible in

all presented results.

Another critical error source comes from finite-size corrections. This error can not be estimated

from first principles. However, we note that the polaron is a local quantity. Therefore, we do

not expect finite-size corrections to be dominant as long as the system is larger than the position

variance. In all our simulations, we chose the system size to be L = 200ξ̃, unless otherwise stated

and note that the impurity position variance did not exceed 20ξ̃ in any of the results presented. As

noted in the main text the space discretisation has to be chosen such that n0l ≫ 1 and l < ξ(λ)

and we thus fix l = ξ
2

in the presented results and note that they are independent of the exact

lattice spacing as long as the mentioned conditions are met. Additionally, we exemplary show the

dependence of the variance of the impurity velocity in Figure B.1 for η = 3 and note that the results

converge quickly with increasing system size.

Lastly, we want to discuss the error arising from sampling over finitely many trajectories. In

general it is know that the error for an observable Ω Monte-Carlo simulations scales like ∼ σΩ/
√
N

[160]. For all our results we have averaged over Ns = 8.5× 105 realisations, leading to an error of

maxt [σΩ(t)]× 10−3. We note that σΩ(t) can be estimated while performing the simulations, and

we generally found that it was of the order of the observed quantity itself. Thus, the relative error is

of order 10−3. In Figure B.1 we demonstrate the convergence in Ns and find that convergence is

generally achieved after averaging 105 realisations.
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Appendix C

Two stationary impurities in an ideal Bose gas

In this Appendix, we discuss two stationary impurities in an ideal Bose gas. The appeal here is that

one can solve this model analytically and study the emergence of the bound state in more detail. We

consider N bosons interacting with two static impurities located at ±R/2. The Hamiltonian can

now be expressed as the sum of single-particle Hamiltonians

Ĥ =
∑

n

( P̂ 2
n

2m
+

2π

m
aIB

[
V (Q̂n −R/2) + V (Q̂n +R/2)

] )
, (C.1)

where the interaction potentials are taken to be the pseudo potential V (r) = πaIB
m
δ3(r)∂rr. The

potential is always attractive and hosts a bound state in the single particle case only on the right side

of the Feshbach resonance and is to be understood as a boundary condition on the wave function

[21, 121]. This can be seen by integrating over a ball of radius ϵ, integrating the Laplacian arising

from the kinetic energy by parts, and noting that we do not allow for simple singularities. Taking

ϵ → 0 then yields the boundary conditions specified below. First we note that for the eigenvalue

equation associated with (C.1) the wave function factorises Φ(r1, r2, ..., rN) = φ(r1)φ(r2)...φ(rN)

and E = NE . It is therefore sufficient to solve the following eigenvalue problem

−∇2

2m
φ(r) = Eφ(r), (C.2)

119



subject to the boundary condition1

lim
r±→0

(
r±φ(r) + aIB∂r±(r±φ(r))

)
= 0, (C.3)

with r± = |r±R/2|. The general solution to (C.2) in spherical coordinates is given by G(r) = eikr

4πr
.

It can now be shown [121], that any solution satisfying (C.2) and (C.3) with Im k = κ > 0 is of the

form φ(r) = AG(r+) +BG(r−). From (C.3) it follows then immediately that

1

aIB
R− κR = ±e−κR . (C.4)

This equation has at least one solution if −1 < 1
aIB
R. Hence independent of aIB, there is always at

least one bound state as long as the impurities are close enough together. Thus we see that having

two impurities serves to enhance the possibility of having a bound state. Indeed, the above treatment

suggests that there will always be a bound state if the impurities are sufficiently close together.

However, it should be noted that using an approach that involves separate pseudopotentials is only

valid when the impurities are sufficiently well separated. We note that this result does not depend on

the choice of the pseudopotential and is also recovered if one chooses other regularisation schemes.

1See [21, 161] for details on the pseudo potential in the context of ultra cold gases.
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Appendix D

Solving the radial Schrödinger equation

This Appendix, will outline the numerical approach taken to solve the radial Schrödinger equation.

Usually, the ground state of radial Schrödinger equations is found employing the shooting method

[162]. In recent years the field of scientific machine learning has made large improvements, and

it has been shown that neural networks can be used to solve differential equations by leveraging

their property of being universal function approximators [163, 164]. Another related use employs

a neural network as a variational wave function to minimise an energy functional. This has been

shown to yield good results for the ground state and also the first excited state of the stationary

Schrödinger equation in [165]. Here, we are going to combine these two approaches and minimise

the energy functional of the radial Schrödinger equation with an additional penalty term to enforce

the boundary condition u(0) = 0. In practice this can be written as a minimisation problem with

loss L

u(x) = net(x), (D.1)

L[u] = (u, Ĥu)/(u, u) + α(u, u),

where (· , ·), denotes the standard scalar product, Ĥ = −1
2M

d2

dR2 + VBP(R) is the radial part of the

Hamiltonian and α is a hyper-parameter, that will be chosen such that α ≫ Eg, which ensures, that

u(0) = 0 . In practice this is implemented using PyTorch and we note that the derivatives arising

in (u, Ĥu) can be calculated exactly using PyTorch’s automatic differentiation package. For the

presented results we used a shallow network with only one hidden layer and a width of 1000.
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Appendix E

Marginalising the field

In this appendix we fill in the details for calculating the effective action. As in the main text we

differentiate between µ > 0 and µ < 0.

Symmetric case µ > 0

For µ > 0 the starting point is the bi-linear action in the path integral

∫
D[φ, φ∗φ̃, φ̃∗]e−

1
2
Aφ[φ,φ̃]+

1
2
Aint[y,ỹ,φ,φ̃] (E.1)

=

∫
D[φ, φ∗φ̃, φ̃∗] exp

(
−
∫

dt ddp ddqφ†(p, t)M(p,q, t; [y, ỹ])φ(p, t)

)
,

where M(p,q; [y, ỹ]) is a 4x4 matrix given by

M(p,q; [y, ỹ]) = Γ−1(p,q, t) + (λ/2)V (p,q, t; [y, ỹ]) (E.2)

=




0 Γ−1(p, t)/2

(Γ−1)†(p, t)/2 γ/2


 δ(p− q) +

λ

2



V (p,q, t,y, ỹ) Ṽ (p,q, t,y)

Ṽ (p,q, t,y, ỹ) 0


 ,

with

Γ(p, t) = ∂t + Lφ(q)I2x2 , (E.3)

γ = 2T I2x2 , (E.4)

V (q, ỹ(t),y(t)) = −iqỹ(t)V (q)eiqyI2x2 , (E.5)
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Ṽ (q,y(t)) = V (q)eiqyI2x2 , (E.6)

where I2x2 denotes the 2x2 identity matrix and thus the individual entries are the block matrices.

Lastly, we have defined

φ(t,q) =




φ(t,q)

φ∗(t,q)

φ̃(t,q)

φ̃∗(t,q)



. (E.7)

It might at first seem odd that we have to consider a 4x4 matrix, but in fact each field as two degrees

of freedom, namely its real and imaginary part, thus if we want to integrate out the fields it is

necessary to correctly account for these. By using standard results of path integration [166], valid

for hermitian matrices, the Gaussian integral (E.1) can be performed and is given by

∫
D[φ, φ̃]e−Aφ[φ,φ̃]+Aint[y,ỹ,φ,φ̃] = N−1 (det [M(p,q, t; [y, ỹ])])−1 . (E.8)

As of now, this result is exact to all orders in λ, up to a constant N fixed by the normalisation

constant on the marginal probability density. For notational convenience we introduce the following

convention for the operator matrices of the form A(p,q, t1, t2)

AB ≡
∫∫

ddp2 dt2A(p1,p2, t1, t2)B(p2,p3, t2, t3) (E.9)

and suppress indices for the formal manipulations. In order to evaluate the determinant, we make

use of the identity

detA = eTr lnA. (E.10)
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Applied to the determinant in (E.8), one obtains

(
det
[
Γ−1 + λV

])−1
= exp

(
−Tr ln

[
(Γ−1 +

λ

2
V )

])
. (E.11)

Factorising the logarithm, one can separate out the y, ỹ-independent parts

Tr ln
(
Γ−1 + λV

)
= Tr

(
ln Γ−1 + ln

(
1 +

λ

2
ΓV

))
, (E.12)

Reintroducing the prefactor e−Ay [y,ỹ], and comparing the resulting expression to the desired form of

the effective action, (6.15), one obtains

P [y, ỹ] = N−1e−Ay [y;ỹ]e−Tr(ln Γ−1+ln(1+λ
2
ΓV (ỹ,y))) = e−Ay;eff [y,ỹ] . (E.13)

The first term, Tr lnΓ−1, cancels the λ-independent part of the normalisation constant. Hence, we

identify the exact expression for the effective action as

Ay;eff [y, ỹ] = Ay[y, ỹ] + Tr ln

(
1 +

λ

2
(ΓV )

)
. (E.14)

In order to make analytical progress, we need to expand this expression in powers of λ to obtain the

perturbative corrections to the effective action of the form

Ay;eff [y, ỹ] =
∞∑

k=0

λkA(k)
y [y, ỹ] , (E.15)

with the nonperturbative part being A(0)
y = Ay[y, ỹ] as introduced in (6.11). Expanding the

logarithm within (E.14) in powers of λ gives

Tr ln (1 + λ(ΓV ))) = λTr(ΓV )− λ2

2
Tr
(
(ΓV )2

)
+ . . . . (E.16)
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Comparing this expansion to the perturbative ansatz in (E.15), one can identify the individual terms

as

A(k)
y [y, ỹ] =

(−1)k−1

k2k
Tr
[
(ΓV )k

]
, k ≥ 1 . (E.17)

One can further show that the first term, A(1)[y, ỹ], vanishes as is expected from the statistical

invariance of the problem under the symmetry transform λ ↔ −λ. The leading perturbative

correction hence is the term proportional to λ2,

A(2)
y [y, ỹ] =

1

8
Tr
[
(ΓV )2

]
. (E.18)

In order to evaluate this trace, we need to further clarify the notation. The matrix multiplication

follows the convention introduced in (E.9). Likewise, the the trace of a matrix is given by

TrA(p,q, t1, t2) =
∑

i

∫∫
dt d̄dpAii(p,p, t, t) . (E.19)

Applied to the trace in (E.18), we first present Γ for the decoupled theory (λ = 0), by inverting the

matrix we find

Γ(t,q) =



−2γΓ†(t,q)Γ(t,q) 2Γ†(t,q)

2Γ(t,q) 0


 . (E.20)

From the quadratic theory, one straightforwardly identifies the field’s response and correlation

function

Γ(t,q) = χφ(q, t)I2x2 =
1

|Γ−1(q, t)|2 I2x2 = (∂t + Lφ(q))
−1 I2x2 (E.21)

−γΓ†(t,q)Γ(t,q) = Cφ(q, t)I2x2 =
−γ

|Γ−1(q, t)|2 I2x2 =
2T

| (∂t + Lφ(q)) |2
I2x2, (E.22)
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where the third equality in each line are formal operator inverses. Hence,

Γ(p,q, t1, t2) = 2




Cφ(p, t1 − t2)I2x2 χφ(p, t1 − t2)I2x2

χφ(p, t1 − t2)
∗I2x2 0


 . (E.23)

We can now evaluate the trace term and after realising that V (p,q, t1, t2) = V (p,q, t1)δ(t1 − t2)

we find

Tr
(
(ΓV )2

)
=
∑

i

∫∫
ddp1 d

dp2 d
dt1 d

dt2 [Γ(p1, t12)V (p12, t2)Γ(p2,−t12)V (−p12, t1)]ii

(E.24)

where we have introduced t12 = t1 − t2 and p12 = p1 − p2. Performing the matrix multiplication,

the sum and shifting the momentum integration variable we find

∫∫
ddq ddp dds ddt

[
2iq|V (q)|2eiq(y(s)−ỹ(t)Cφ(q, s− t) Re [χφ(p− q, s− t)] (E.25)

+
1

2
q2|V (q)|2eiq(y(s)−ỹ(t))Re

[
Cφ(q, t)C∗

φ(p− q, t)
] ]

where we have used that by causality χ(·, t12)χ(·,−t12) = 0 and Cφ(p, s− t) = C∗
φ(p, t− s). We

can now identify the parts with those given in the main text.

Degenerate case µ < 0

In this section we want to show how to marginalise the field in the degenerate case. For notational

convenience we suppress the explicit time and momentum dependence. The quadratic part of the

Hamiltonian is given by

A2
δφ =

∫∫
dt ddq

(
δφ(ω,q)†




0 Γ−1(t,q)

(Γ−1)†(t,q) γ




︸ ︷︷ ︸
Γ−1

δφ(t,q)

)
. (E.26)
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Γ−1 is a 4x4 matrix and and the entries of the matrices are 2x2 matrices. We have also defined,

δφ(t,q) =




δφ(t,q)

δφ∗(t,−q)

δφ̃(t,q)

δφ̃∗(t,−q)




. (E.27)

In contrast to the symmetric case, the interaction term enters here linearly as

Aint =

∫∫
dω ddq δφ†(t,q)V (t,q) (E.28)

with the interaction vector

V (t,q) =




V (q, ỹ(t),y(t))

V (q, t, ỹ(t),y(t))

Ṽ (q, t,y(t))

Ṽ (q, t,y(t))




, (E.29)

where V (q, ỹ(t),y(t)) = −iqỹ(t)V (q)eiqy and Ṽ (q,y(t)) = V (q)eiqy. The linear term means

that it is now straight-forward to integrate out the field and we directly obtain the effective action as

Aeff =

∫∫∫
dt ds ddqV (s,−q)TΓ(q, s− t)V (t,q) , (E.30)

where we have used that V (x) is real and we can thus use that complex conjugation is equivalent to

q → −q. We note that here we do not have to expand a trace-log term and the approximation was

made by dropping higher order terms in δφ (δφ̃). We are now left with finding the inverse of the

4x4 matrix Γ. In fact since γ is diagonal and for complex fields one typically finds after linearisation

that Γ symbolically takes the following form [73]

Γ(q, t) =
1

|K∗(q, ∂t)|2 − |∆|2



K(q, ∂t) −∆

−∆∗ K∗(q, ∂t) ,


 =




α(q, t) −β(q, t)

−β∗(q, t) α∗(q, t)


 . (E.31)
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We then find

Γ(t,q) =



−γΓ†(t,q)Γ(t,q) Γ†(t,q)

Γ(t,q) 0


 , (E.32)

and we thus arrive at

Gdeg =4γV (−q, ỹ(s),y(s))V (q, ỹ(t),y(t)) (E.33)

× Re
[
|α(s− t,q)|2 + |β(s− t,q)|2 − 2α∗(s− t,q)β(s− t,q)

]

=4γỹ(s)ỹ(t)
(
q2|V (q)|2eiq(y(t)−y(s))Re [Cδφ(q, s− t)]

)
,

we note that
∫
ddqGdeg(q) is real, and

Hdeg =2V (−q,y(s))Ṽ (q, ỹ(t),y(t)) Re (α(q, t− s)− β∗(q, t− s)) (E.34)

+ 2Ṽ (−q, ỹ(s),y(s))V (q,y(t)) Re (α∗(q, t− s)− β(q, t− s))

=qỹ(t)eiq(y(t)−y(s))2 Im [α∗(q, t− s)− β(q, t− s)]

+ qỹ(s)eiq(y(s)−y(t))2 Im [α(q, s− t)− β∗(q, s− t)]

=qỹ(t)eiq(y(t)−y(s))2 Im[χδφ(q, t− s)] + qỹ(s)eiq(y(s)−y(t))2 Im[χδφ(q, s− t)] .

If we now use this expression in the action we can relabel s and t and find the form given in the

main text. For the limiting case of real fields one obtains the same result and usually α = β = 0.

We find that Cδφ and χδ have the form of the well known correlation and response function of a

free field.
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Appendix F

Interacting field in the symmetric regime

The goal of this Appendix is to outline the rationale for how to include the self-interaction of the

field above criticality. Here we want to expand on the comments in the main text and discuss one

possible way how to include the self-interaction perturbatively using a typical quartic interaction.1

We also note that while this derivation is somewhat cumbersome, the conclusion is that one can

replace the bare propagator with its dressed counterpart. In the MSR functional the interaction term

takes the following form

Au = u

∫
ddr dt φ̃(x, t)φ3(r, t) (F.1)

In order to treat this additional term perturbatively we introduce the Hubbard Stratonovich fields κ

and κ̃. With the help of those, we write

eAu =

∫
D[κ, κ̃]e

∫
ddr κ̃(r,t)φ(r,t)2+φ̃(r,t)φ(r,t)κ(r,t)+ 1

u
κ̃(r,t)κ(r,t) . (F.2)

The field now enters the action bi-linearly again and we can now proceed as before and integrate out

the original field. With the modification, that we now do not only have the free action anymore, but

Γ−1 → Γ−1
Σ = Γ−1 + Σ , (F.3)

1Here, we focus on real fields for ease of notation; the complex case is analogous.
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with

Σ =




κ̃(p, t)I2x2 κ(p, t)/2I2x2

κ(p, t)/2I2x2 0


 δ(p,q) . (F.4)

After performing the integration we arrive at

eAy;eff [y,ỹ] =

∫
D[κ, κ̃]e

1
u
κ̃(r,t)κ(r,t)−Tr(ln Γ−1

Σ +ln(1+λΓΣV (ỹ,y))) . (F.5)

The second trace-log term is structurally, as in the free case and can be expanded in the same way.

Here we can also observe that written formally

ΓΣ =
1

Γ−1 + Σ
, (F.6)

and we can thus identify Σ as the self-energy-like contribution to the propagator. As before,

expanding the ln will now yield the different contributions in λ. So far, the calculations have been

exact in u and λ. To proceed, we are now introducing further approximations to calculate the

modification of the propagator.

If we neglect the back-action of the impurity on the condensate we can replace Σ in the second

trace term by it’s expected value, which can be calculated from the effective action for ΓΣ. To be

more concrete, using

∫
D[κ, κ̃]e

1
u
κ̃(r,t)κ(r,t)+ 1

2
Tr ln(ΓΣ) (F.7)

we calculate the expectation value of ΓΣ to given accuracy and then insert this expectation value into

Tr ln (1 + λΓΣV ). In this way we can include the self-interaction of the field. We once again stress

that this does not account for the back action of the field onto the impurity. The main advantage

of using this approach is that all results obtained for the free field carry over in a natural way by

simply replacing Γ with its dressed counterpart ΓΣ
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