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Static field tunneling ionization of H2
1
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We present tunneling ionization rates from a double-well potential in the presence of an external dc electric
field in order to better understand the behavior of molecules in strong laser fields. Our calculations confirm the
well-established peak in the ionization rate as a function of internuclear separation at a critical separation
Rmax. However, we also find thatRmax is a function of the external field strengthF such thatRmax(F)F is
approximately constant. Because these numerical calculations make no assumptions beyond the shape of the
potential well, we can test commonly used approximations to the shift in the energy levels as a function of
internuclear separation and field strength. Finally, we find that the tunneling ionization rate is not a monotonic
function of the field strength showing a pronounced minimum and thus is qualitatively different from tunneling
ionization rates in atoms. To our knowledge, this behavior has not been predicted previously for molecules in
strong fields.@S1050-2947~99!07606-4#

PACS number~s!: 33.80.Rv, 34.50.Gb, 42.50.Hz
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Experiments that study the behavior of atoms and m
ecules in strong laser fields have been taking place for ne
two decades. To interpret some of the data obtained,
demand for ionization models has been high. Fortunat
several models have been developed that predict the ion
tion rates or threshold intensities for ionization of atoms
intense laser fields. Among the techniques used for th
models are classical barrier suppression ionization~BSI! @1#,
quasistatic tunneling@2#, and the full time-dependent trea
ment of the Schro¨dinger equation~TDSE! @3#. These tech-
niques have been sufficient for interpreting most atom
data@3#.

The study of molecules is more complex due to the ex
degrees of freedom. On the one hand, even the simp
model of BSI leads to different and interesting behavior@4#.
However, BSI makes many assumptions and it does not
dict ionization rates. On the other hand, when applied
molecules, the TDSE is very time consuming and one can
always interpret the physical mechanism behind some o
various results@5#. It is also difficult to apply the TDSE to
complex molecules. The interpretation of molecular data
been impeded by the simplicity of the first model and t
complexity of the second.

Only recently has a rigorous yet practical tunneling io
ization model for arbitrary potentials been developed@6#.
This general tunneling model uses a nonperturbative te
nique for computing tunneling ionization rates from arbitra
one-dimensional~1D! potential wells. In particular, the prob
lem of determining the ionization rates and Stark shifts of
wells can be reduced to calculating the spectral densityr(E)
as a function of energyE using the Weyl-Titchmarsh
Kodaira spectral theorem@7#. Although the limitation to 1D
wells might seem overly restrictive, this method is w
suited to strong field ionization because the ionization
curs, for the most part, in the direction of the applied elec
field, essentially reducing this to a 1D problem.r(E) con-
sists of Lorentzian-like resonances whose center posit
reflect the Stark shift of the energy levels and widths give
PRA 591050-2947/99/59~6!/4843~4!/$15.00
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decay rates. In this paper we will discuss the application
this model to H2

1 , the simplest of molecules.
The most striking feature of previous work on H2

1 in
intense fields is the strong dependence of the ionization
on internuclear separation due to electron localization@5,8#.
This effect is also manifest in BSI through a minimum in t
appearance intensity at a critical separation@4#. Our tunnel-
ing calculations also exhibit this nonmonotonic behavior
the ionization rate of H2

1 as a function of internuclear sepa
ration, featuring a single peak atRmax. However, our calcu-
lations also show that the value ofRmax depends on dc field
strength. While the nonmonotonic behavior is predicted
both BSI and the TDSE, since the BSI does not give rate
is unable to predict the shift inRmax. Moreover, published
results from TDSE calculations also do not appear to sh
this effect. In addition, results from the TDSE have a dou
peak in the ionization rate@5#, which we do not see. We nex
found that results from perturbation theory for the shift of t
energy level as a function of internuclear separation and
field strength agree well with our calculations for small fiel
and large internuclear separations. Our final result, to
knowledge, has not been predicted before: We observed
the ionization rate of H2

1 as a function of dc field strength i
nonmonotonic. This is surprising because perturbation the
always yields ionization rates as a function of field stren
that are monotonic. Also, atomic tunneling rates are kno
to be monotonic as a function of field strength. The on
other situation known to give nonmonotonic rates is ve
high field stabilization@9#.

Throughout our calculations, we used the soft Coulo
potential@10#

V~X!5
1

A~x1R/2!21a2
1

1

A~x2R/2!21a2
2Fx, ~1!

whereR is the internuclear separation,a5A2, andF is the
dc field strength. This choice fora gives the binding energy
of a single well equal to 0.5 a.u. For a givenR andF, V(x)
4843 ©1999 The American Physical Society
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4844 PRA 59BRIEF REPORTS
was used to calculate the spectral density as a functio
energyE. The widths of the peaks ofr(E) give the respec-
tive ionization rates@6#.

Figure 1 shows the ground-state and first-excited-s
wave functionsc0 and c1 superimposed overV(x) for a
fixed value ofR andF. Although the ground and first excite
states of a symmetric double-well potential correspond to
symmetric and antisymmetric wave functions, a very sm
external field is sufficient to break the symmetry. The grou
and first excited states quickly evolve into wave functio
localized in the down-field and up-field wells, respective
The ionization rate of the ground state is much smaller t
the excited state. The excited state also shows the mos
teresting behavior and is easily populated by trapping
electron in the up-field well. Because of the implications
this behavior, we focused on ionization from the first excit
state of H2

1 in our calculations.
Figure 2 shows our data for the energy of the excited s

as a function of internuclear separation and dc field stren
compared with the Stark shifted energies approximated
perturbation theory:

E15Eatom2
1

AR21a2
1

FR

2
, ~2!

where Eatom is the binding energy of an individual wel
Notice that the results agree reasonably well for smallF and
large R. This confirms the validity of commonly used ap
proximations for the energy levels of molecules in stro
laser fields@4,11#.

Figure 3 shows ionization rates as a function ofR for
different field strengths. The first aspect of these plots t
we will consider is their nonmonotonic behavior: Each
these graphs increases to a peak value at around 8
(Rmax) and then decreases monotonically. The explana
for this behavior is obtained by considering the poten
V(x) in Fig. 4. WhenR is small, the respective potential we
resembles that of helium. For ionization to occur, the el
tron must tunnel through the relatively large outer barr
seen in Fig. 4~a! making the respective ionization rate sma
As R increases, the effective size of this outer barrier
creases while the effective size of the central barrier

FIG. 1. Wave functions for the ground and first excited states
a double-well potential plotted at their respective energy levels.
quantities are given in atomic units.
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creases for the up-field well. The potential forR5Rmax is
shown in Fig. 4~b!. For this case, an electron merely needs
tunnel through the central barrier for ionization to occu
Since the size of this central barrier is small, the ionizat
rates forR close toRmax are at a maximum. Finally, asR
continues to increase, the previously small central bar
becomes larger. It follows that the ionization rates will d
crease to the case of a hydrogen atom as the internuc
separation approaches infinity. The implication of this is se
in our results~Fig. 3!. Very similar results have also bee
found experimentally by Gibsonet al. @8#. Using short-
pulsed lasers and time-of-flight spectroscopy, the ionizat
rate of H2

1 under intense laser fields was seen to peak
value similar to ourRmax.

This dependence of the ionization rate on internucl
separation has been seen by Zuo and Bandrauk using

f
ll

FIG. 2. Energy of the first excited state as a function of int
nuclear separation and dc field strength.

FIG. 3. Ionization rate as a function of internuclear separat
for fixed dc field strength.
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TDSE @5# and generally agrees with our value ofRmax.
However, the exact shape of the curve is somewhat differ
For some laser field intensities, a double peak in the ion
tion rate as a function of internuclear separation was ex
ited with a maximum occurring at approximately 7 and 9 a
in the TDSE calculations. The two peaks were associa
with two different effects. One peak is related to the effe
described above, while the other peak appears to be the r
of a true time-dependent quantum-mechanical effect.
quasistatic tunneling calculations tend to support this in
pretation as we would not see any time-dependent effec

The most interesting aspect of Fig. 3 is the dependenc
Rmax on F. So far, we have not found a simple explanati
for this. Because BSI does not give ionization rates, but o
appearance intensities, it could not predict such an eff
Furthermore, this behavior apparently has not been see
TDSE calculations. While the reason for this shift is uncle
we have found that the productFRmax is approximately con-
stant.

Finally, we will discuss the nonmonotonic behavior of t
ionization rate as a function dc field strengthG(F). To our
knowledge, this phenomenon has never been seen be
Our investigation was initially motivated by the manner
which the curves in Fig. 3 cross. For instance, one sees
for some internuclear separations, the curve with the larg
field strength does not always have the highest ioniza
rate. Figure 5 shows the ionization rate as a function of fi
strength for a fixed internuclear separation. The ionizat
rate initially rises much faster than atomic tunneling ra
and then drops sharply before approaching a more tunne
like dependence. No further modulations in the rate w
seen at larger field strengths. Calculations for different v
ues of R gave the same general shape, although the lo

FIG. 4. Double-well potential for three different internucle
separations.
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maximum and minimum in the rate occurred at different fie
strengths. The values ofR andF at the peaks inG(F) cor-
respond to the peaks in Fig. 3. As far as we know, t
nonmonotonic behavior is not seen in TDSE calculations

Finding such behavior leads one to consider methods
observing the nonmonotonic behavior ofG(F) experimen-
tally. First, it needs to be realized that dc fields as strong
those used in our calculations have never been produ
However, the ac fields produced by high-intensity laser s
tems do have peak intensities comparable to the valuesF
used in our calculations. With this motivation, we took t
time average ofG(F) to find the quasistatic ac rate@2# given
by

^G~F !&5
2

TE0

T/2

GFF cosS 2p

T D t Gdt. ~3!

FIG. 5. Ionization rate as a function of dc field strength for fix
internuclear separation and the corresponding time-averaged r

FIG. 6. Wave functions at the local~a! maximum and~b! mini-
mum ionization rates.
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We found that the nonmonotonic behavior ofG(F) did in-
deed survive the time average, as seen in Fig. 5.

In trying to account for this anomalous nonmonotonic b
havior, we looked at the potential for H2

1 and the respective
wave functions. Figure 6 shows the cases for the local m
mum and local minimum ofG(F). The ionization rate in Fig.
6~b! is less than in Fig. 6~a! even though the field strength
higher and the wave function is less bound. However,
sees that for the maximum ionization rate there is a nod
the potential barrier and for the minimum ionization ra
there is an antinode at the potential barrier. This was fo
to be the case for three different internuclear separatio
Thus the ionization behavior appears to be connected
the shape of the wave function, which may result from
interference effect between the two barriers.
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In conclusion, we have applied a recently developed t
neling ionization model to the molecule H2

1 . Our results
agree well with Stark shift approximations for large intern
clear separations and small dc field strengths. We calcul
G(R), which peaked at values similar to those formerly c
culated from the TDSE and BSI. We also saw thatRmax
shifts for different field strengths. To our knowledge, this h
never been seen before. The ways in which the curves in
3 cross suggested the nonmonotonic dependence of ion
tion rate on field strength. This remarkable behavior is d
played in Fig. 5 and may be observable experimentally.
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