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Abstract

We study a non-reversible random walk advected by the symmetric simple exclusion process,
so that the walk has a local drift of opposite sign when sitting atop an occupied or an empty site.
We prove that the back-tracking probability of the walk exhibits a sharp transition as the density
ρ of particles in the underlying exclusion process varies across a critical density ρc. Our results
imply that the speed v “ vpρq of the walk is a strictly monotone function and that the zero-speed
regime is either absent or collapses to a single point, ρc, thus solving a conjecture of [40]. The
proof proceeds by exhibiting a quantitative monotonicity result for the speed of a truncated model,
in which the environment is renewed after a finite time horizon L. The truncation parameter L is
subsequently pitted against the density ρ to carry estimates over to the full model. Our strategy is
somewhat reminiscent of certain techniques recently used to prove sharpness results in percolation
problems. A key instrument is a combination of renormalisation arguments with refined couplings of
environments at slightly different densities, which we develop in this article. Our results hold in fact
in greater generality and apply to a class of environments with possibly egregious features, outside
perturbative regimes.

September 2024

1King’s College London
Department of Mathematics
London WC2R 2LS
United Kingdom
guillaume.conchon-kerjan@kcl.ac.
uk

2University of Bath
Department of Mathematical Sciences
Bath BA2 7AY
United Kingdom
daniel.kious@bath.ac.uk

3Imperial College London
Department of Mathematics

London SW7 2AZ
United Kingdom

p.rodriguez@imperial.ac.uk

guillaume.conchon-kerjan@kcl.ac.uk
guillaume.conchon-kerjan@kcl.ac.uk
daniel.kious@bath.ac.uk
p.rodriguez@imperial.ac.uk


1 Introduction

Transport in random media has been an active field of research for over fifty years but many basic
questions remain mathematically very challenging unless the medium satisfies specific (and often rather
restrictive) structural assumptions; see for instance [48, 72, 77] and references therein. In this article we
consider the problem of ballistic behavior in a benchmark setting that is both i) non-reversible, and ii)
non-perturbative (in the parameters of the model). To get a sense of the difficulty these combined features
entail, general results in case i) are already hard to come by in perturbative regimes, see, e.g., [24, 75]
regarding the problem of diffusive behavior.

Our focus is on a certain random walk in dynamic random environment, which lies outside of the
well-studied ‘classes’ and has attracted increasing attention in the last decade, see for instance [40, 43,
44] and references below. The interest in this model stems in no small part from the nature of the envi-
ronment, which is driven by a particle system (e.g. the exclusion process) that is typically conservative
and exhibits slow mixing. Even in the (1+1)-dimensional case, unless one restricts its parameters to per-
turbative regimes, the features of the model preclude the use of virtually all classical techniques: owing
to the dynamics of the environment, the model is genuinely non-reversible, and its properties make the
search for an invariant measure of the environment as seen by the walker (in the spirit of [49, 62, 47])
inaccessible by current methods; see Section 1.2 for a more thorough discussion of these and related
matters.

The model we study depends on a parameter ρ governing the density of particles in the environment,
which in turn affects the walk, whose transition probabilities depend on whether the walk sits on top of
a particle (advection occurs) or not. This may (or not) induce ballistic behaviour. Our aim in this article
is to prove that ballisticity is a property of the walk undergoing a ‘sharp transition’ as ρ varies, which
is an inherently non-perturbative result. Our results answer a number of conjectures of the past fifteen
years, and stand in stark contrast with (i.i.d.) static environments [46, 69], where the zero-speed regime
is typically extended. The sharpness terminology is borrowed from critical phenomena, and the analogy
runs deep, as will become apparent. Drawing inspiration from it is one of the cornerstones of the present
work.

1.1. Main results. We present our main results with minimal formalism in the model case where the
environment is the (simple) symmetric exclusion process, abbreviated (S)SEP in the sequel, and refer to
Sections 2 and 6 for full definitions. We will in fact prove more general versions of these results, see
Theorem 3.1, which hold under rather broad assumptions on the environment, satisfied for instance by
the SEP. Another environment of interest that fulfils these conditions is discussed in Appendix B, and is
built using a Poisson system of particles performing independent simple random walks (PCRW, short for
Poisson Cloud of Random Walks).

The SEP is the continuous-time Markov process η “ pηtqtě0 taking values in t0, 1uZ and describing
the simultaneous evolution of continuous-time simple random walks subject to the exclusion rule. That
is, for a given realization of η0, one puts a particle at those sites x such that η0pxq “ 1. Each particle then
attempts to move at a given rate ν ą 0, independently of its previous moves and of the other particles,
to one of its two neighbours chosen with equal probability. The move happens if and only if the target
site is currently unoccupied; see Section 6.1 for precise definitions. For the purposes of this article, one
could simply set ν “ 1. We have kept the dependence on ν explicit in anticipation of future applications,
for which one may wish to slow down/speed up the environment over time.

On top of the SEP η, a random walk X “ pXnqně0 starting from X0 “ 0 moves randomly as
follows. Fixing two parameters p‚, p˝ P p0, 1q such that p‚ ą p˝, the process X moves at integer times
to a neighbouring site, the right site being chosen with probability p‚, resp. p˝, depending on whether X
is currently located on an occupied or empty site. Formally, given a realization η of the SEP, and for all
n ě 1,

(1.1) Xn`1 ´Xn “

#

`1, with prob. p‚1ηnpXnq“1 ` p˝1ηnpXnq“0

´1, with prob. p1 ´ p‚q1ηnpXnq“1 ` p1 ´ p˝q1ηnpXnq“1
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(notice that the transition probabilities depend on η since p˝ ‰ p‚ by assumption). For ρ P p0, 1q we
denote by Pρ the annealed (i.e. averaged over all sources of randomness; see Section 2.3 for details) law
of pη,Xq whereby η0 is sampled according to a product Bernoulli measure pp1 ´ ρqδ0 ` ρδ1qbZ, with
δx a Dirac measure at x, which is an invariant measure for the SEP, see Lemma 6.1. Incidentally, one
can check that except for the trivial cases ρ P t0, 1u, none of the invariant measures for the SEP (cf. [51,
Chap. III, Cor. 1.11]) is invariant for the environment viewed from the walker (to see this, one can for
instance consider the probability that the origin and one of its neighbours are both occupied). In writing
Pρ, we leave the dependence on ν, p‚ and p˝ implicit, which are regarded as fixed, and we will focus
on the dependence of quantities on ρ, the main parameter of interest. For a mental picture, the reader is
invited to think of X as evolving in a half-plane, with space being horizontal and time running upwards.
All figures below will follow this convention.

We now describe our main results, using a language that will make analogies to critical phenomena
apparent. Our first main result is simplest to formulate in terms of the fast-tracking probability, defined
for n ě 0 and ρ P p0, 1q as

(1.2) θnpρq “ PρpHn ă H´1q,

where Hk “ inftn ě 0 : Xn “ ku. In words θnpρq is the probability that X visits n before ´1.
Analogous results can be proved for a corresponding back-tracking probability, involving the event
tH´n ă H1u instead; see the end of Section 1.1 for more on this. The events in (1.2) being decreasing
in n, the following limit

(1.3) θpρq
def.
“ lim

n
θnpρq

is well-defined and constitutes an order parameter (in the parlance of statistical physics) for the model.
Indeed, it is not difficult to see from (1.1) and monotonicity properties of the environment (see (P.3) in
Section 2.2 and Lemma 2.2), that the functions θnp¨q, n ě 0, and hence θp¨q are non-decreasing, i.e. that
θpρq ď θpρ1q whenever ρ ď ρ1. One thus naturally associates to the function θp¨q a corresponding critical
threshold

(1.4) ρc
def.
“ suptρ P r0, 1s : θpρq “ 0u.

The transition from the subcritical (ρ ă ρc) to the supercritical (ρ ą ρc) regime corresponds to the onset
of a phase where the walk has a positive chance to escape to the right. In fact it will do so at linear speed,
as will follow from our second main result. To begin with, in view of (1.4) one naturally aims to quantify
the behavior of θnpρq for large n. Our first theorem exhibits a sharp transition for its decay.

Theorem 1.1. For all ρ P p0, 1q, there exist constants c1, c2 P p0,8q depending on ρ such that, with ρc
as in (1.4) and for all n ě 1,

(i) θnpρq ď c1 expp´plog nq3{2q, if ρ ă ρc;

(ii) θnpρq ě c2, if ρ ą ρc.

The proof of Theorem 1.1 appears at the end of Section 3.2. Since θ “ infn θn, item (ii) is an
immediate consequence of (1.4). The crux of Theorem 1.1 is therefore to exhibit the rapid decay of
item (i) in the full subcritical regime, and not just perturbatively in ρ ! 1, which is the status quo,
cf. Section 1.2. In the context of critical phenomena, this is the famed question of (subcritical) sharpness,
see for instance [53, 1, 36, 76] for sample results of this kind in the context of Ising and Bernoulli
percolation models. Plausibly, the true order of decay in item (i) is in fact exponential in n (for instance,
a more intricate renormalisation following [40] should already provide a stretched-exponential bound in
n). We will not delve further into this question in the present article.

Our approach to proving Theorem 1.1 is loosely inspired by the recent sharpness results [31] and
[33, 34, 32] concerning percolation of the Gaussian free field and the vacant set of random interlace-
ments, respectively, which both exhibit long-range dependence (somewhat akin to the SEP). Our model
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is nonetheless very different, and our proof strategy, outlined below in Section 1.3, vastly differs from
these works. In particular, it does not rely on differential formulas (in ρ), nor does it involve the OSSS
inequality or sharp threshold techniques, which have all proved useful in the context of percolation, see
e.g. [35, 38, 17, 23]. One similarity with [33], and to some extent also with [76] (in the present context
though, stochastic domination results may well be too much to ask for), is our extensive use of couplings.
Developing these couplings represents one of the most challenging technical aspects of our work; we re-
turn to this in Section 1.3. It is also interesting to note that, as with statistical physics models, the regime
ρ « ρc near and at the critical density encompasses a host of very natural (and mostly open) questions
that seem difficult to answer and point towards interesting phenomena; see Section 1.2 and Corollary 1.3
for more on this.

Our second main result concerns the asymptotic speed of the random walk, and addresses an open
problem of [40] which inspired our work. In [40], the authors prove the existence of a deterministic
non-decreasing function v : p0, 1q Ñ R such that, for all ρ P p0, 1qztρ´, ρ`u,

(1.5) Pρ-a.s.,
Xn

n
Ñ vpρq as n Ñ 8,

where

ρ´
def.
“ suptρ : vpρq ă 0u,

ρ`
def.
“ inftρ : vpρq ą 0u,

(1.6)

leaving open whether ρ` ą ρ´ or not, and with it the possible existence of an extended (critical) zero-
speed regime. Our second main result yields the strict monotonicity of vp¨q and provides the answer to
this question. Recall that our results hold for any choice of the parameters 0 ă p˝ ă p‚ ă 1 and ν ą 0.

Theorem 1.2. With ρc as defined in (1.4), one has

(1.7) ρ´ “ ρ` “ ρc.

Moreover, for every ρ, ρ1 P p0, 1q such that ρ ą ρ1, one has

(1.8) vpρq ą vpρ1q.

The proof of Theorem 1.2 is given in Section 3.2 below. It will follow from a more general result,
Theorem 3.1, which applies to a class of environments η satisfying certain natural conditions. These will
be shown to hold when η is the SEP.

Let us now briefly relate Theorems 1.1 and 1.2. Loosely speaking, Theorem 1.1 indicates that vpρq ą

0 whenever ρ ą ρc, whence ρ` ď ρc in view of (1.6), which is morally half of Theorem 1.2. One can in
fact derive a result akin to Theorem 1.1, but concerning the order parameter pθpρq “ limn PρpH´n ă H1q

associated to the back-tracking probability instead. Defining pρc in the same way as (1.4) but with pθ in
place of θ, our results imply that pρc “ ρc and that the transition for the back-tracking probability has
similar sharpness features as in Theorem 1.1, but in opposite directions – the sub-critical regime is now
for ρ ą pρcp“ ρcq. Intuitively, this corresponds to the other inequality ρ´ ě ρc, which together with
ρ` ď ρc, yields (1.7).

Finally, Theorem 1.2 implies that vpρq ‰ 0 whenever ρ ‰ ρc. Determining whether a law of
large number holds at ρ “ ρc holds or not, let alone whether the limiting speed vpρcq vanishes when
0 ă ρc ă 1, is in general a difficult question, to which we hope to return elsewhere; we discuss this and
related matters in more detail below in Section 1.2.

One noticeable exception occurs in the presence of additional symmetry, as we now explain. In [40]
the authors could prove that, at the ‘self-dual’ point p‚ “ 1 ´ p˝ (for any given value of p‚ P p1{2, 1q),
one has vp1{2q “ 0 and the law of large numbers holds with limit speed 0, but they could not prove that
v was non-zero for ρ ‰ 1{2, or equivalently that ρ` “ ρ´ “ 1{2. Notice that the value p‚ “ 1 ´ p˝ is
special, since in this case (cf. (1.1)) X has the same law under Pρ as ´X under P1´ρ, and in particular
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X
law
“ ´X when ρ “ 1

2 . In the result below, which is an easy consequence of Theorem 1.2 and the
results of [40], we summarize the situation in the symmetric case. We include the (short) proof here. The
following statement is of course reminiscent of a celebrated result of Kesten concerning percolation on
the square lattice [45]; see also [23, 17, 58] in related contexts.

Corollary 1.3. If p˝ “ 1 ´ p‚, then

(1.9) ρc “ 1
2 and θp12q “ 0.

Moreover, under P1{2, X is recurrent, and the law of large numbers (1.5) holds with vanishing limiting
speed vp1{2q “ 0.

Proof. From the proof of [40, Theorem 2.2] (and display (3.26) therein), one knows that vp1{2q “ 0
and that the law of large numbers holds at ρ “ 1

2 . By Theorem 1.2, see (1.6) and (1.7), v is negative
on p0, ρcq and positive on pρc, 1q, which implies that ρc “ 1{2. As for the recurrence of X under P1{2,
it follows from the ergodic argument of [61] (Corollary 2.2, see also Theorem 3.2 therein; these results
are stated for a random walk jumping at exponential times but are easily adapted to our case). Since
θpρq ď Pρplim infXn ě 0q in view of (1.3), recurrence implies that θp1{2q “ 0, and (1.9) follows.

1.2. Discussion. We now place the above results in broader context and contrast our findings with
existing results. We then discuss a few open questions in relation with Theorems 1.1 and 1.2.

1.2.1. Related works. Random walks in dynamic random environments have attracted increasing at-
tention in the past two decades, both in statistical physics - as a way to model a particle advected by a
fluid [29, 59, 16, 42], and in probability theory - where they provide a counterpart to the more classically
studied random walks in static environments [9, 22, 26, 40, 44, 66].

On Z, the static setting already features a remarkably rich phenomenology, such as transience with
zero speed [71], owing to traps that delay the random walk, and anomalous fluctuations [46] - which
can be as small as polylogarithmic in the recurrent case [69]. On Zd for d ě 2, some fundamental
questions are still open in spite of decades of efforts, for instance the conjectures around Sznitman’s
Condition (T) and related effective ballisticity criteria [72, 18], and the possibility that, for a uniformly
elliptic environment, directional transience is equivalent to ballisticity. If true, these conjectures would
have profound structural consequences, in essentially ascertaining that the above trapping phenomena
can only be witnessed in dimension one. As with the model studied in this article, a circumstance that
seriously hinders progress is the truly non-reversible character of these problems. This severely limits
the tools available to tackle them.

New challenges arise when the environment is dynamic, requiring new techniques to handle the
fact that correlations between transition probabilities are affected by time. In particular, the trapping
mechanisms identified in the static case do not hold anymore and it is difficult to understand if they
simply dissolve or if they are replaced by different, possibly more complex, trapping mechanisms. As
of today, how the static and dynamic worlds relate is still far from understood. Under some specific
conditions however, laws of large numbers (and sometimes central limit theorems) have been proved in
dynamic contexts: when the environment has sufficiently good mixing properties [9, 22, 66], a spectral
gap [7], or when one can show the existence of an invariant measure for the environment as seen by the
walk ([19], again under some specific mixing conditions). One notable instance of such an environment
is the supercritical contact process (see [25, 56], or [3] for a recent generalization). We also refer to
[5, 57, 20, 6, 27] for recent results in the time-dependent reversible case, for which the assumptions on
the environment can be substantially weakened.

The environments we consider are archetypal examples that do not satisfy any of the above condi-
tions. In the model case of the environment driven by the SEP, the mixing time over a closed segment or
a circle is super-linear (even slightly super-quadratic [55]), creating a number of difficulties, e.g. barring
the option of directly building a renewal structure without having to make further assumptions (see [13]
in the simpler non-nestling case). The fact that the systems may be conservative (as is the case for the
SEP) further hampers their mixing properties. As such, they have been the subject of much attention
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in the past decade, see [10, 11, 12, 22, 28, 40, 41, 43, 44, 52] among many others. All of these re-
sults are of two types: either they require particular assumptions, or they apply to some perturbative
regime of parameters, e.g. high density of particles [21, 26], strong drift, or high/low activity rate of the
environment [43, 68].

Recently, building on this series of work, a relatively comprehensive result on the Law of Large
Numbers (LLN) in dimension 1+1 has been proved in [40], see (1.5) above, opening an avenue to some
fundamental questions that had previously remained out of reach, such as the possible existence of tran-
sient regime with zero speed. Indeed, cf. (1.5) and (1.6), the results of [40] leave open the possibility of
having an extended ‘critical’ interval of ρ’s for which vpρq “ 0, which is now precluded as part of our
main results, see (1.7). We seek the opportunity to stress that our strategy, outlined below in Section 1.3,
is completely new and rather robust, and we believe a similar approach will lead to progress on related
questions for other models.

1.2.2. Open questions.

1) Existence and value of vpρcq. Returning to Theorems 1.1 and 1.2, let us start by mentioning that
ρc, defined by (1.4) and equivalently characterized via (1.6)-(1.7), may in fact be degenerate (i.e. equal
to 0 or 1) if vp¨q stays of constant sign. It is plausible that ρc P p0, 1q if and only if p˝ ă 1{2 ă p‚,
which corresponds to the (more challenging) nestling case, in which the walk has a drift of opposite signs
depending on whether it sits on top of a particle or an empty site. Moreover, the function vp¨q, as given
by [40, Theorem 3.4], is well-defined for all values of ρ P p0, 1q (this includes a candidate velocity at ρc),
but whether a LLN holds at ρc with speed vpρcq or the value of the latter is unknown in general, except
in cases where one knows that vpρcq “ 0 by other means (e.g. symmetry), in which case a LLN can be
proved, see [40, Theorem 3.5]. When ρc is non-degenerate, given Theorem 1.2, it is natural to expect
that vpρcq “ 0, but this is not obvious as we do not presently know if v is continuous at ρc. It is relatively
easy to believe that continuity on p0, 1qztρcu, when the speed is non-zero, can be obtained through an
adaptation of the regeneration structure defined in [43], but continuity at ρc (even in the symmetric case)
seems to be more challenging.

Suppose now that one can prove that a law of large numbers holds with vanishing speed at ρ “ ρc,
then one can ask whether X is recurrent or transient at ρc. A case in point where one knows the answer
is the ‘self-dual’ point p˝ “ 1 ´ p‚ where the critical density equals 1{2 and the walk is recurrent. In
particular, this result and Theorem 1.2 imply that vpρq is zero if and only if ρ “ 1{2, and thus there exists
no transient regime with zero-speed in the symmetric case. This also answers positively the conjecture
in [8] (end of Section 1.4), which states that in the symmetric case, the only density with zero speed is
in fact recurrent.

2) Regularity of vp¨q near ρc and fluctuations at ρc. In cases where vpρcq “ 0 is proved, one may
further wonder about the regularity of ρ ÞÑ vpρq around ρc (and similarly of θpρq as ρ Ó ρc). Is it contin-
uous, and if yes, is it Hölder-continous, or even differentiable? This could be linked to the fluctuations
of the random walk when ρ “ ρc, in the spirit of Einstein’s relation, see for instance [37] in the context
of reversible dynamics. Whether the fluctuations of X under Pρc are actually diffusive, super-diffusive
or sub-diffusive is a particularly difficult question. It has so far been the subject of various conjectures,
both for the RWdRE (e.g. Conjecture 3.5 in [14]) and very closely related models in statistical physics
(e.g. [42], [39], [60]). One aspect making predictions especially difficult is that the answer may well
depend on all parameters involved, i.e. ρ, p˝ and p‚. At present, any rigorous upper or lower bound on
the fluctuations at ρ “ ρc would be a significant advance.

3) Comparison with the static setting. In the past decade, there have been many questions as to
which features of a static environment (when ν “ 0, so that the particles do not move) are common to the
dynamic environment, and which are different. In particular, it is well-known that in the static case, there
exists a non-trivial interval of densities for which the random walker has zero speed, due to mesoscopic
traps that the random walker has to cross on its way to infinity (see for instance [63, Example 1], and
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above references). It was conjectured that if ν ą 0 is small enough, there could be such an interval in
the dynamic set-up, see [14, (3.8)]. Theorem 1.2 thus disproves this conjecture.

Combined with the CLT from [40, Theorem 2.1], which is valid outside of pρ´, ρ`q, hence for all
ρ ‰ ρc by Theorem 1.2, this also rules out the possibility of non-diffusive fluctuations for any ρ ‰ ρc,
which were conjectured in [14, Section 3.5]. In light of this, one may naturally wonder how much one
has to slow down the environment with time (one would have to choose ν “ νt a suitably decreasing
function of the time t) in order to start seeing effects from the static world. We plan to investigate this in
future work.

1.3. Overview of the proof. We give here a relatively thorough overview of the proof, intended to help
the reader navigate the upcoming sections. For concreteness, we focus on Theorem 1.2 (see below its
statement as to how Theorem 1.1 relates to it), and specifically on the equalities (1.7), in the case of SEP
(although our results are more general; see Section 3). The assertion (1.7) is somewhat reminiscent of
the chain of equalities ū “ u˚ “ u˚˚ associated to the phase transition of random interlacements that
was recently proved in [34, 32, 33], and draws loose inspiration from the interpolation technique of [2],
see also [30]. Similarly to [32] in the context of interlacements, and as is seemingly often the case in
situations lacking key structural features (in the present case, a notion of reversibility or more generally
self-adjointness, cf. [24, 75]), our methods rely extensively on the use of couplings.

The proof essentially consists of two parts, which we detail individually below. In the first part, we
compare our model with a finite-range version, in which we fully re-sample the environment at times
multiple of some large integer parameter L (see e.g. [32] for a similar truncation to tame the long-range
dependence). One obtains easily that for any L and any density ρ P p0, 1q, the random walk in this
environment satisfies a strong Law of Large Numbers with some speed vLpρq (Lemma 3.2), and we
show that in fact,

(1.10) vLpρ´ εLq ´ δL ď vpρq ď vLpρ` εLq ` δL,

for some δL, εL that are quantitative and satisfy δL, εL “ oLp1q as L Ñ 8 (see Proposition 3.3).
In the second part, we show that for any fixed ρ, ρ` ε P p0, 1q, we have

(1.11) vLpρ` εq ą vLpρq ` 3δL,

for L large enough (Proposition 3.4). Together, (1.10) and (1.11) readily imply that vpρ ` εq ą vpρq,
and (1.7) follows. Let us now give more details.

First part: from infinite to finite range. For a density ρ P p0, 1q the environment η of the range-L
model is the SEP starting from η0 „ BerpρqbZ during the time interval r0, Lq. Then for every integer
k ě 1, at time kL we sample ηkL again as BerpρqbZ, independently from the past, and let it evolve as the
SEP during the interval rkL, pk`1qLq. The random walkX on this environment is still defined formally
as in (1.1), and we denote Pρ,L the associated annealed probability measure. Clearly, the increments
pXkL ´Xpk´1qLqkě1 are i.i.d. (and bounded), so that by the strong LLN,Xn{n Ñ vLpρq :“ EρrXL{Ls,
a.s. as n Ñ 8.

Now, to relate this to our original ’infinite-range’ (L “ 8) model, the main idea is to compare the
range-L with the range-2L, and more generally the range-2kL with the range-2k`1L model for all k ě 0
via successive couplings. The key is to prove a chain of inequalities of the kind

(1.12) vLpρq ď v2Lpρ` ε1,Lq ` δ1,L ď . . . ď v2kLpρ` εk,Lq ` δk,L ď . . . ,

where the sequences pεk,Lqkě1 of and pδk,Lqkě1 are increasing, with εL :“ limkÑ8 εk,L “ oLp1q and
δL :“ limkÑ8 δk,L “ oLp1q. In other words, we manage to pass from a scale 2kL to a larger scale
2k`1L, at the expense of losing a bit of speed pδk`1,L ´ δk,Lq, and using a little sprinkling in the density
pεk,L ´ εk´1,Lq, with δ0,L “ ε0,L “ 0. From (1.12) (and a converse inequality proved in a similar way),
standard arguments allow us to deduce (1.10). Let us mention that such a renormalization scheme, which
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trades scaling against sprinkling in one or several parameters, is by now a standard tool in percolation
theory, see for instance [73, 67, 30].

We now describe how we couple the range-L and the range-2L models in order to obtain the first
inequality, the other couplings being identical up to a scaling factor. We do this in detail in Lemma 4.1,
where for technical purposes, we need in fact more refined estimates than only the first moment, but
they follow from this same coupling. The coupling works roughly as follows (cf. Fig. 1). We consider
two random walks Xp1q law

“ Pρ,L and Xp2q law
“ Pρ`εL,2L coupled via their respective environments ηp1q

and ηp2q such that we retain good control (in a sense explained below) on the relative positions of their
respective particles during the time interval r0, 2Ls, except during a short time interval after time L after
renewing the particles of ηp1q. In some sense, we want to dominate ηp1q by ηp2q ‘as much as possible’,
and use it in combination with the following monotonicity property of the walk: since p‚ ą p˝, Xp2q

cannot be overtaken by Xp1q if ηp2q covers ηp1q (cf. (1.1); see also Lemma 2.2 for a precise formulation).
Roughly speaking, we will use this strategy from time 0 to L, then lose control for short time before
recovering a domination and using the same argument but with a lateral shift (in space), as illustrated in
Figure 1. The key for recovering a domination in as little time as possible is a property of the following
flavour.

(1.13)
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’

&

’
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’
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Let L, t, ` ě 1 be such that L " t2 " `4, and let η0, η1
0 P t0, 1uZ be such that over

r´3L, 3Ls, η0 (resp. η1
0) has empirical density ρ` ε (resp. ρ) on segments of length

`. Then one can couple the time evolutions of η, η1 as SEPs during r0, ts such that

P
`

ηtpxq ě η1
tpxq, @x P r´L` ct, L´ cts

˘

ě 1 ´ c1tL expp´c2ε2t1{4q,

for some constants c, c1, c2 ą 0.

Roughly, for t poly-logarithmic in L the right-hand side of (1.13) will be as close to 1 as we need. We
do not give precise requirements on the scales `, t, L (nor a definition of empirical density), except that
they must satisfy some minimal power ratio due to the diffusivity of the particles. We will formalize
this statement in Section 3.1, see in particular condition (C.2.2), with exponents and constants that are
likely not optimal but sufficient for our purposes. Even if the environment were to mix in super-quadratic
(but still polynomial) time, our methods would still apply, up to changing the exponents in our condi-
tions (C.1)-(C.3).

The only statistic we control is the empirical density, i.e. the number of particles over intervals of
a given length. The relevant control is formalised in Condition (C.1). In particular, our environment
couplings have to hold with a quenched initial data, and previous annealed couplings in the literature
(see e.g. [15]) are not sufficient for this purpose (even after applying the usual annealed-to-quenched
tricks), essentially due to the difficulty of controlling the environment around the walker in the second
part of the proof, as we explain in Remark 5.5; cf. also [64, 4, 65] for related issues in other contexts.

Let us now track the coupling a bit more precisely to witness the quantitative speed loss δL incurred
by (1.13). We start by sampling ηp1q

0 and ηp2q

0 such that a.s., ηp1q

0 pxq ď η
p2q

0 pxq for all x P Z, which is
possible by stochastic domination. In plain terms, wherever there is a particle of ηp1q, there is one of
ηp2q. Then, we can let ηp1q and ηp2q evolve during r0, Ls such that this domination is deterministically
preserved over time (this feature is common to numerous particle systems, including both SSEP and
the PCRW). As mentioned above, conditionally on such a realization of the environments, one can then
couple Xp1q and Xp2q such that Xp2q

s ě X
p1q
s for all s P r0, Ls. The intuition for this is that ’at worst’,

Xp1q andXp2q sit on the same spot, whereXp2q might see a particle andXp1q an empty site (hence giving
a chance for Xp2q to jump to the right, and for Xp1q to the left), but not the other way around (recall to
this effect that p‚ ą p˝).

At time L, we have to renew the particles of ηp1q, hence losing track of the domination of ηp1q by
ηp2q. We intend to recover this domination within a time t :“ plogLq100 by coupling the particles of ηp1q

L

with those of ηp2q

L using (1.13) (at least over a space interval r´3L, 3Ls, that neither Xp1q nor Xp2q can
leave during r0, 2Ls). Since during that time, Xp1q could at worst drift of t steps to the right (and Xp2q

make t steps to the left), we couple de facto the shifted configurations ηp1qp¨q with ηp2qp¨ ´ 2tq. Hence,
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time

2L

L

3L0−3L

0

L+ log100 L

X(1) � X(2)

Coupling SEP(L, ρ) and

2(logL)100

shifted by 2(logL)100
SEP(2L, ρ+ εL)

worst-case X(2) worst-case X(1)

Z

Figure 1: Coupling of Xp1q law
“ Pρ,L and Xp2q law

“ Pρ`εL,2L. The particles of ηp1q and their trajectories are pictured in black,
those of ηp2q in red. In blue, from time 0 to L, is the trajectory of Xp1q, which is a lower bound for that of Xp2q. From time L to
2L, we split it between the rightmost (resp. leftmost) possible realization of Xp1q (resp. Xp2q). These correspond to worst-case
scenarios. Owing to the efficiency of the coupling (grey band), the discrepancy incurred at time 2L remains controlled with
high probability, but there is a barrier to how small this gap can be made, which is super-linear in logL.

we obtain that ηp1q

L`tpxq ď η
p2q

L`tpx ´ 2tq for all x P r´3L ` ct, 3L ` cts with high probability as given

by (1.13). As a result, all the particles of ηp1q

L`t are covered by particles of ηp2q

L`t, when observed from the

worst-case positions of Xp1q

L`t and Xp2q

L`t, respectively.
Finally, during rL`t, 2Ls we proceed similarly as we did during r0, Ls, coupling ηp1q with ηp2qp¨´2tq

so as to preserve the domination, and two random walks starting respectively from the rightmost possible
position for Xp1q

L`t, and the leftmost possible one for Xp2q

L`t. The gap between Xp1q and Xp2q thus cannot

increase, and we get that Xp1q

2L ď X
p2q

2L ` 2t, except on a set of very small probability where (1.13) fails.
Dividing by 2L and taking expectations, we get

(1.14) vLpρq ď v2Lpρ` εq ` δ, where δ “ O
`

plogLq100

L

˘

,

for suitable ε ą 0. The exponent 100 is somewhat arbitrary, but importantly, owing to the coupling time
of the two processes (and the diffusivity of the SEP particles), this method could not work with a value
of δ smaller than plog2 Lq{L. In particular, the exponent of the logarithm must be larger than one, and
this prevents potentially simpler solutions for the second part.

Second part: quantitative speed increase at finite range. We now sketch the proof of (1.11), which is a
quantitative estimate on the monotonicity of vL, equivalently stating that for ρ P p0, 1q and ε P p0, 1´ρq,

(1.15) Eρ`εrXLs ą EρrXLs ` 3LδL,

with δL explicit and supplied by the first part. This is the most difficult part of the proof, as we have to
show that a denser environment actually yields a positive gain for the displacement of the random walk,
and not just to limit the loss as in the first part. The main issue when adding an extra density ε of particles
is that whenever X is on top of one such particle, and supposedly makes a step to the right instead of
one to the left, it could soon after be on top of an empty site that would drive it to the left, and cancel its
previous gain.
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We design a strategy to get around this and preserve gaps, illustrated in Figure 2 (cf. also Figure 5
for the full picture, which is more involved). When coupling two walks Xρ law

“ Pρ, Xρ`ε law
“ Pρ`ε with

respective environments ηρ, ηρ`ε, our strategy is to spot times when i) Xρ`ε sees an extra particle (that
we call sprinkler) and jumps to the right, while Xρ sees an empty site and jumps to the left, and ii) this
gap is extended with Xρ then drifting to the left and Xρ`ε drifting to the right, for some time t that
must necessarily satisfy t ! logL – so that this has a chance of happening often during the time interval
r0, Ls.

Once such a gap is created, on a time interval say rs1, s2s with s2 ´ s1 “ t, we attempt to recouple
the environments ηρ, ηρ`ε around the respective positions of their walker, so that the local environment
seen from Xρ`ε again dominates the environment seen from Xρ, which then allows us to preserve the
gap previously created, up to some time T which is a polynomial in logL. As we will explain shortly,
this gap arises with not too small a probability, so that repeating the same procedure between times iT
and pi` 1qT (for i ď L{T ´ 1) will provide us with the discrepancy 3δL needed.

The re-coupling of the environments mentioned in the previous paragraph must happen in time less
than OplogLq (in fact less than t), in order to preserve the gap previously created. This leads to two
difficulties:

• in such a short time, we cannot possibly recouple the two environments over a space interval of
size comparable to L (« the space horizon the walk can explore during r0, Ls), and

• the coupling will have a probability " L´1 to fail, hence with high probability, this will actually
happen during r0, Ls! In this case, we lose track of the domination of the environments completely,
hence it could even be possible that Xρ overtakes Xρ`ε.

We handle the first of these difficulties with a two-step surgery coupling:

1) (Small coupling). We perform a first coupling of ηρ and ηρ`ε on an interval of stretched expo-
nential width (think exppt1{2q for instance) during a time s3 ´ s2 “ t{2 (cf. the orange region in
Fig. 2), so as to preserve at least half of the gap created. We call this coupling “small” because t is
small (compared to L). If that coupling is successful, Xρ`ε now sees an environment that strictly
covers the one seen by Xρ, on a spatial interval I of width — exppt1{2q " t. Due to the length
of I , this domination extends in time, on an interval rs3, T s of duration say t200 (it could even be
extended to timescales — exppt1{2q): it could only be broken by SEP particles of ηρs3 lying outside
of I , who travel all the distance to meet the two walkers, but there is a large deviation control
on the drift of SEP particles. The space-time zone in which the environment as seen from Xρ`ε

dominates that from Xρ is the green trapezoid depicted in Figure 2.

2) (Surgery coupling). When the coupling in 1) is successful, we use the time interval rs3, T s to
recouple the environments ηρ and ηρ`ε on the two outer sides of the trapezoid, on a width of
length 10L say, so that ηρ`ε

T p¨ ` t{2q dominates ηρT p¨ ´ t{2q on the entire width, all the while
preserving the fact that ηρ`εp¨ ` t{2q dominates ηρp¨ ´ t{2q inside the trapezoid at all times (for
simplicity and by monotonicity, we can suppose assume that Xρ`ε

s3 ´Xρ
s3 is exactly equal to t, as

pictured in Figure 2). This step is quite technical, and formulated precisely as Condition (C.2) in
Section 3.1. It requires that different couplings can be performed on disjoint contiguous intervals
and glued in a ‘coherent’ fashion, whence the name surgery coupling. Again, we will prove this
specifically for the SEP in a dedicated section, see Lemma 6.9. Since this second coupling operates
on a much longer time interval, we can now ensure its success with overwhelming probability, say
1 ´OpL´100q.

We still need to address the difficulty described in the second bullet point above, which corresponds
to the situation where the small coupling described at 1) fails. As argued, will happen a number of times
within [0,L] because t is small. If this occurs, we lose control of the domination of the environments
seen by the two walkers. This leads to:
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time

X
ρ = X

ρ+ε

SEP(ρ+ ε) from X
ρ+ε

dominates SEP(ρ) from X
ρ

1) Coupling environments

X
ρ

X
ρ+ε

T

s1

s2

s3

2) Surgery

Z

sprinkler

coupling

Figure 2: Coupling of Xρ law
“ Pρ and Xρ`ε law

“ Pρ`ε during r0, T s. The black curve(s) represent the minimal gap created
between Xρ and Xρ`ε when all couplings succeed. The dashed blue lines represent the worst-case trajectories of the two
walks when the first coupling (between s2 and s3) fails. In this case item 3), the parachute coupling (not depicted) comes into
effect.

3) (Parachute coupling). If the coupling in 1) is unsuccessful, instead of the surgery coupling, we
perform a (parachute) coupling of ηρ and ηρ`ε in rs3, T s so that ηρ`εp¨ ´ pT ´ s3qq covers ηρp¨ `

pT ´ s3qq, as we did in the first part of the proof. This again happens with extremely good
probability 1 ´ OpL´100q. The price to pay is that on this event, the two walks may have drifted
linearly in the wrong direction during rs3, T s (see the dashed blue trajectories in Figure 2), but we
ensure at least that Xρ`ε

T ´ Xρ
T ě ´2pT ´ s3q, and we have now re-coupled the environments

seen from the walkers, hence we are ready to start a new such step during the interval rT, 2T s, etc.
This last point is crucial, as we need to iterate to ensure an expected gain Eρ`εrXLs ´ EρrXLs

that is large enough, cf. (1.15).

We now sketch a back-of-the-envelope calculation to argue that this scheme indeed generates the
necessary discrepancy between Eρ`εrXLs and EρrXLs. During an interval of the form riT, pi ` 1qT s

for i “ 0, 1, . . . , tL{T u ´ 1 (we take i “ 0 in the subsequent discussion for simplicity), with probability
» 1 ´ e´ct, we do not have the first separating event (around time s1) between Xρ`ε and Xρ, and we
simply end up with Xρ`ε

T ´Xρ
T ě 0, which is a nonnegative expected gain.

Else, with probability » e´ct we have the first separation happening during rs1, s2s. On this event,
the coupling in 1) (and the subsequent impermeability of the green trapezoid) succeeds with probability
ě 1 ´ e´t1{100

, and we end up with Xρ`ε
T ´ Xρ

T ě t, resulting in an expected gain of order » t.
If the first coupling fails, and we resort to the parachute coupling, we have a (negative) expected gain
» ´2Te´t1{100

. Multiplying by the probability of the first separation, we obtain a net expected gain
» e´ctpt´ 2Te´t1{100

q.
Finally, we evaluate the possibility that the surgery coupling (in step 2) above) or the parachute

coupling 3) fails, preventing us to restore the domination of ηρp¨ ` Xρq by ηρ`εp¨ ` Xρ`εq at time T ,
and we do not control anymore the coupling of the walks. This has probability OpL´100q, and in the
worst case we have deterministically Xρ`ε

L ´Xρ
L “ ´2L, so the expected loss is OpL´99q.

Putting it all together, we get, for L large enough by choosing e.g. t “
?
logL and T “ plogLq100
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(it turns out that our couplings work with this choice of scales), that

(1.16) Eρ`εrXρ`ε
T s ´ EρrXρ

T s ě e´ctpt´ 2Te´t1{100
q `OpL´99q ě L´op1q

As long as the surgery coupling or the parachute succeed, we can repeat this coupling for up to » L{T
times during r0, Ls, thus obtaining

(1.17) Eρ`εrXρ`ε
L s ´ EρrXρ

Ls ě L1´op1q{T ě L1´op1q,

which establishes (1.15), with a sizeable margin.

1.4. Organization of the paper. In Section 2, we give rigorous definitions of general environments
with a minimal set of properties (P.1)-(P.4), and of the random walk X . In Section 3, we impose the mild
coupling conditions (C.1)-(C.3) on the environments, state our general result, Theorem 3.1, and deduce
Theorems 1.1 and 1.2 from it. We then define the finite-range models and give a skeleton of the proof.
In Section 4, we proceed to the first part of the proof, and in Section 5, we proceed to the second part
(cf. Section 1.3 reagrding the two parts). In Section 6, we define rigorously the SEP and show that it
satisfies all the conditions mentioned above. The (short) Appendix A contains a few tail estimates in use
throughout this article. In Appendix B, we introduce the PCRW environment and show that it equally
satisfies the above conditions, which entails that our results also apply to this environment. Throughout
this article all quantities may implicitly depend on the two parameters p‚, p˝ P p0, 1q that are assumed to
satisfy p‚ ą p˝, cf. above (1.1) (and also Section 2.3).

2 Setup and useful facts

In this section, after introducing a small amount of notation (Section 2.1), we proceed to define in Sec-
tion 2.2 a class of (dynamic) random environments of interest, driven by a Markov process η charac-
terized by properties (P.1)–(P.4) below. We will primarily be interested in environments driven by the
exclusion process, which is introduced in Section 6 and shown to satisfy these properties. The frame-
work developed in Section 2.2 and further in Section 3 will allow our results to apply directly to a second
environment of interest, considered in Appendix B. We conclude by introducing in Section 2.3 the rel-
evant walk in random environment along with its associated quenched and annealed laws and collect a
few basic features of this setup.

2.1. Notation. We write Z`, resp. R`, for the set of nonnegative integers, resp. real numbers. We use
the letter z P R ˆ R` exclusively to denote space-time points z “ px, tq, and typically x, y, x1, y1 . . .
for spatial coordinates and s, t, s1, t1, . . . for time coordinates. We usually use m,n, . . . for non-negative
integers. With a slight abuse of notation, for two integers a ď b, we will denote by ra, bs the set of
integers ta, . . . , bu and declare that the length of ra, bs is |ta, . . . , bu| “ b´ a` 1. Throughout, c, c1, . . .
and C,C 1, . . . denote generic constants in p0,8q which are purely numerical and can change from place
to place. Numbered constants are fixed upon first appearance.

2.2. A class of dynamic random environments. We will consider stationary Markov (jump) processes
with values in Σ “ pZ`qZ. The state space Σ carries a natural partial order: for two configurations
η, η1 P Σ, we write η ď η1 (or η1 ě η) if, for all x P Z, ηpxq ď η1pxq. More generally, for I Ă Z,
η|I ď η1|I (or η1|I ě η|I ) means that ηpxq ď η1pxq for all x P I . For a finite subset I Ă Z, we use the
notation ηpIq “

ř

xPI ηpxq. We will denote ěst. and ďst. the usual stochastic dominations for probability
measures. Let J be a (fixed) non-empty open interval of R`. An environment is specified in terms of
two families of probability measures pPη0 : η0 P Σq governing the process pηtqtě0 and pµρ : ρ P Jq,
where µρ is a measure on Σ, which are required satisfy the following conditions:

(Markov property and invariance). For every η0 P Σ, the process pηtqtě0 defined under
Pη0 is a time-homogeneous Markov process, such that for all s ě 0 and x P Z, the process
pηs`tpx` ¨qqtě0 has law Pηspx`¨q; moreover, the process pηtqtě0 exhibits ‘axial symmetry’
in the sense that pηtpx´ ¨qqtě0 has law Pη0px´¨q.

(P.1)
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(Stationary measure). The initial distribution µρ is a stationary distribution for the Markov
process Pη0 . More precisely, letting

Pρ “

ż

µρpdη0qPη0 , ρ P J,

the Pρ-law of pηt`sqtě0 is identical to the Pρ-law of pηtqtě0 for all s ě 0 and ρ P J . In
particular, the marginal law of ηt under Pρ is µρ for all t ě 0.

(P.2)

(Monotonicity). The following stochastic dominations hold:

i) (quenched) For all η1
0 ď η0, one has that Pη1

0 ďst. P
η0 , i.e. there exists a coupling of

pη1
tqtě0 and pηtqtě0 such that η1

t ď ηt for all t ě 0.

ii) (annealed) For all ρ1 ď ρ, one has that µρ1 ďst. µρ. Together with i), this implies that
Pρ1

ďst. P
ρ.

(P.3)

(Density at stationarity). There exists a constant c1 ą 0 such that for all ρ P J , for all
ε P p0, 1q and every positive integer `,

Pρptη0 P Σ : |η0pr0, `´ 1sq ´ ρ`| ě ε`uq ď 2 expp´c1ε
2`q.

(P.4)

A prime example satisfying the above conditions is the simple exclusion process, introduced and
discussed further in Section 6; see in particular Lemma 6.1 regarding the validity of properties (P.1)–(P.4).
We refer to Appendix B for another example.

2.3. Random walk. We now introduce the random walk in dynamic environment (RWdRE) that will
be the main object of interest in this article. To this effect, we fix two constants p‚, p˝ P p0, 1q such that
p‚ ą p˝ and an environment configuration η “ pηtqtě0 with ηt P Σ (“ ZZ

`, see Section 2.2). Given
this data, the random walk evolving on top of the environment η is conveniently defined in terms of a
family pUnqně0 of i.i.d. uniform random variables on r0, 1s, as follows. For an initial space-time position
z “ px,mq P Z ˆ Z`, let P η

z be the law of the discrete-time Markov chain X “ pXnqně0 such that
X0 “ x and for all integer n ě 0,

(2.1) Xn`1 “ Xn ` 2 ˆ 1
 

Un ď pp˝ ´ p‚q1tηn`mpXnq “ 0u ` p‚

(

´ 1.

Let us call x P Z an occupied site of ηt P Σ if ηtpxq ą 0, and empty otherwise. With this terminology,
(2.1) implies for instance that whenXn, started at a point z “ px, t “ 0q, is on an occupied (resp. empty)
site of ηn, it jumps to its right neighbour with probability p‚ (resp. p˝) and to its left neighbour with
probability 1 ´ p‚ (resp. 1 ´ p˝q. We call P η

z the quenched law of the walk started at z and abbreviate
P η “ P η

p0,0q
; here quenched refers to the fact that the environment η is deterministic.

We now discuss annealed measures, i.e. including averages over the dynamics of the environment
η. We assume from here on that η “ pηtqtě0 satisfies the assumptions of Section 2.2. Recall that Pη0

denotes the law of η starting from the configuration η0 P Σ and that Pρ is declared in (P.2). Correspond-
ingly, one introduces the following two annealed measures for the walk

Pρ
zr ¨ s “

ż

PρpdηqP η
z r ¨ s, ρ P J,(2.2)

Pη0
z r ¨ s “

ż

Pη0pdηqP η
z r ¨ s, η0 P Σ,(2.3)

for arbitrary z P Z ˆ Z`. Whereas the latter averages over the dynamics of η for a fixed initial config-
uration η0, the former includes η0, which is sampled from the stationary distribution µρ for η. Observe
that Pρ

z “
ş

µρpdη0qPη0
z . For ‹ P tη, ρu, write P‹

x for P‹
px,0q

, for all x P Z, and write simply P‹ for P‹
0.

We introduce a joint construction for the walk X when started at different space-time points. This
involves a graphical representation using arrows similar to that used in [40, Section 3], but simpler, which
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(0, 0)

Figure 3: A representation of L (in dashed black) with the arrows in blue, the space Z being horizontal and time going upwards.
The trajectory of Xp0,0q is in red. Trajectories simply follow the arrows. Notice that two coalescing trajectories stay merged
forever.

will be sufficient for our purposes. For a point w “ px, nq P Z ˆ Z`, we let π1pwq “ x and π2pwq “ n
denote the projection onto the first (spatial) and second (temporal) coordinate. We consider the discrete
lattice

(2.4) L “ p2Z ˆ 2Z`q Y
`

p1, 1q ` p2Z ˆ 2Z`q
˘

.

Note that the process pXn, nqně0 evolves on the lattice L Ă pZ ˆ Z`q defined by (2.4) when X “

pXnqně0 is started at z “ p0, 0q under any of P η
z and the measures in (2.2)-(2.3).

We proceed to define a family of processes pXw “ pXw
n qně0 : w P Lq, such that Xw

0 “ π1pwq

almost surely and pX
p0,0q
n qně0 has the same law as X under P η

p0,0q
. Furthermore, Xw1

and Xw have

the property that they coalesce whenever they intersect, that is if Xw1

m “ Xw
n for some w,w1 P L and

n,m ě 0, then Xw1

m`k “ Xw
n`k for all k ě 0.

Let U “ pUwqwPL be a collection of i.i.d. uniform random variables on r0, 1s. Given the environment
η, we define a field A “ pAwqwPL P t´1, 1uL of arrows (see Figure 3), measurably in pη, Uq as follows:

Aw “ Apηnpxq, Uwq “ 2 ˆ 1
 

Uw ď pp˝ ´ p‚q1tηnpxq “ 0u ` p‚

(

´ 1, w “ px, nq P L.(2.5)

For any w “ px, nq P L, we then set Xw
0 “ x and, for all integer k ě 0, we define recursively

Xw
k`1 “ Xw

k `ApXw
k , n`kq.(2.6)

This defines the coupled family ppXw
k qkě0 : w P Lq, and we note that trajectories the process

pXw
k , k` nqkě0, where π2pwq “ n, are embedded in (i.e. subsets of) L. In view of (2.1) and (2.5)-(2.6),

it follows plainly that the law of Xp0,0q “ pX
p0,0q
n qně0 when averaging over U while keeping η fixed is

the same as that of X under P η
p0,0q

“ P η.
We now discuss a variation of the construction specified around (2.5)-(2.6), which will be practical

in Section 5.2.

Lemma 2.1. Let η0 P Σ and suppose that pη, Uq are coupled under the probability measure Q, with η
having marginal law Pη0 and pUwqwPL a collection of i.i.d. uniform random variables on r0, 1s, in such
a way that under Q, for all integers t ě 0,

(2.7) pUw : π2pwq “ tq is independent from Ft,
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where

(2.8) Ft :“ σppηsq0ďsďt, pUw : π2pwq ď t´ 1qq.

Then, defining Xw “ Xwpη, Uq as in (2.5)-(2.6), it follows that Xp0,0q has law Pη0 (cf. (2.3)) under Q.

Proof. We show by induction over k ě 1 integer that for all such k, the pair ppηtq0ďtďk´1, pXtq0ďtďkq

has the same law under both Q and Pη0 (which, for the duration of the proof, we extend here to denote
the joint distribution of pX, ηq, by a slight abuse of notation). The initialisation at k “ 1 is immediate,
since QpX1 “ 1q “ p‚1

 

η0p0q “ 1
(

` p˝1
 

η0p0q “ 0
(

and η0 is deterministic.
As for the induction step, assume the induction hypothesis for some k ě 1, and condition on the σ-

algebra Σk :“ σppηtq0ďtďk´1, pXtq0ďtďkq. We first let η evolve between times k´ 1 and k. Under both
Q and Pη0 and conditionally on Σk, we have that pηtqk´1ďtďk is distributed as pηtq0ďtď1 under Pηk´1 ,
given the marginal distribution of η and by the Markov property (P.1). Therefore, ppηtq0ďtďk, pXtq0ďtďkq

has the same law under both Q and Pη0 . Now, conditioning on Fk as defined in (2.8), and noticing that
pηtq0ďtďk, pXtq0ďtďkq (hence also ηkpXkq) are all Fk-measurable (for pXtq0ďtďk this follows from
(2.5)-(2.6)), we obtain that

(2.9) QpXk`1 ´Xk “ 1 |Fkq

(2.5),(2.6)
“ QpUpXk,kq ď p‚ |Fkq1

 

ηkpXkq “ 1
(

` QpUpXk,kq ď p˝ |Fkq1
 

ηkpXkq “ 0
(

.

Now, by (2.8), and using that Xk is Fk-measurable, we can evaluate the conditional probabilities in (2.9)
to find that

(2.10) QpXk`1 ´Xk “ 1 |Fkq “ p‚1
 

ηkpXkq “ 1
(

` p˝1
 

ηkpXkq “ 0
(

“ Pη0pXk`1 ´Xk “ 1 |Fkq,

where the second equality comes from the independence of Fk and Uk under Pη0 , see (2.1) and (2.3).
Integrating both sides of (2.10) under Q and Pη0 , respectively, against a suitable (Fk-measurable) test
function of ppηtq0ďtďk, pXtq0ďtďkq, it follows that ppηtq0ďtďk, pXtq0ďtďk`1q have the same distribution
under Q and Pη0 . This concludes the proof of the induction step.

We conclude this section by collecting a useful monotonicity property for the collection of random
walks defined above, similar to [40, Proposition 3.1]. Its proof hinges on the fact that the trajectories
considered cannot cross without first meeting at a vertex, after which they merge. In the sequel, for a
given environment configuration rη “ prηtqtě0, we refer to rXw “ p rXw

n qně0 the process defined as in
(2.6) but with rη in place of η entering the definition of the arrows in (2.5). We will be interested in the
case where η and rη are such that

ηnpxq ď rηnpxq, for all px, nq P L XK,(2.11)

for some K Ď Z ˆ Z`. The following result is already interesting for the choice η “ rη, in which case
Xw “ rXw below.

Lemma 2.2. If η, rη P Σ and K Ď Z ˆ Z` are such that (2.11) holds, then for every w,w1 P K with
π1pw1q ď π1pwq and π2pwq “ π2pw1q,and for every n ě 0 such that rπ1pwq ´ k, π1pw1q ` ks ˆ

rπ2pwq, π2pwq ` ks Ď K for all 0 ď k ď n, one has that

(2.12) Xw1

n ď rXw
n .

Proof. We only treat the case K “ Z ˆ Z` to lighten the argument. The adaptation to a general K is
straightforward, as all possible trajectories considered for X and rX lie in K by assumption. The proof
proceeds by a straightforward induction argument. Indeed, since Xw1

0 “ π1pw1q and rXw
0 “ π1pwq, one

has that rXw
0 ´Xw

0 ě 0 by assumption. To carry out the induction step, one notes that rXw
n ´Xw1

n is even
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for any n ě 0 with increments ranging in ´2, 0 or `2, and combines this with the following observation:
if rXw

n ´Xw1

n “ 0, then

rXw
n`1 ´Xw1

n`1
(2.6)
“ A

p rXw
n ,π2pwq`nq

´A
pXw1

n ,π2pw1q`nq

(2.5)
“ AprηnpXw

n q, Uwq ´ApηnpXw
n q, Uwq ě 0,

where the second equality follows using that π2pwq “ π2pw1q (along with rXw
n “ Xw1

n ) and the inequality
is due to (2.11) and the fact that Ap¨, ξq is increasing for any ξ P r0, 1s, which is straightforward from
(2.5).

For later reference, we also record that for any w P L and n ě m ě 0,

(2.13) |Xw
n ´Xw

m| ď n´m,

as follows clearly from (2.6).

3 Main results

In this section, we start by formulating in Section 3.1 precise coupling conditions that we require from
the environments, and which are of independent interest. These are given by conditions (C.1)-(C.3)
below (a flavor of the second of these was given in (1.13) in the introduction). Our main result, Theorem
3.1, appears in Section 3.2. It concerns the generic random walk in random environment defined in
Section 2.2-2.3, subject to the conditions of Section 3.1. Our standing assumptions will thus be that all
of properties (P.1)-(P.4) and the conditions (C.1)-(C.3) hold. We will verify separately in Section 6 that
all of these conditions hold for SEP. From Theorem 3.1 we then readily deduce Theorems 1.1and 1.2 at
the end of Section 3.2.

Towards the proof of Theorem 3.1, and following the outline of Section 1.3, we proceed to introduce
in Section 3.3 a finite-range approximation of the model, in which the environment is renewed after L
time steps and gather its essential features that will be useful for us. We then state two key intermediate
results, Propositions 3.3 and 3.4, which correspond to the first and second parts from the discussion
in Section 1.3; cf. also (1.10) and (1.11). From these, we deduce Theorem 3.1 in Section 3.4. The proofs
of the two propositions appear in forthcoming sections.

3.1. Coupling conditions on the environment. Recall the framework of Section 2.2-2.3, which we
now amend with three further conditions. These involve an additional parameter ν ą 0 which quantifies
the activity of the environment (in practice it will correspond to the rate parameter appearing in (6.1) in
the case of SEP). We keep the dependence on ν explicit in the following conditions for possible future
applications, for which one may wish to tamper with the speed of the environment (for instance, by
slowing it down).
For the purposes of the present article however, one could simply set ν “ 1 in what follows.

The first two conditions (C.1) and (C.2) below regard the environment pηtqtě0 alone, which, fol-
lowing the setup of Section 2.2, is assumed to be specified in terms of the measures pPη0 : η0 P Σq

and pµρ : ρ P Jq that satisfy (P.1)-(P.4). The first condition, (C.1), concerns the empirical density of
the environment. Roughly speaking, it gives a quantitative control on how (P.4) is conserved over time.
The second condition, (C.2), is more technical. In a nutshell, it states that if one environment η covers
another environment η1 on a finite interval I at a given time, and if η has a larger empirical density than
η1 outside I at the same time, the evolutions of η and η1 can be coupled in a way that η covers η1 on a
larger interval after some time.

We proceed to formalize these two properties:

(C.1) (Conservation of density). There exists constants C1, c2 P p0,8q such that for all ρ P J and ε P

p0, 1q (with ρ` ε P J), and for all `, `1,H, t ě 1 satisfying H ą 4νt ą C1`
2ε´2p1 ` | log3pνtq|q
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and `1 ď
?
t, the following two inequalities hold. Let η0 be such that on every interval I of length

` included r´H,Hs, one has η0pIq ď pρ` εq` (resp. η0pIq ě pρ´ εq`). Then

Pη0

¨

˝

for all intervals I 1 of length `1 included in
r´H ` 2νt,H ´ 2νts: ηtpI 1q ď pρ` 3εq`1

(resp. ηtpI 1q ě pρ´ 3εq`1)

˛

‚ ě 1 ´ 4H expp´c2ε
2`1q.

(C.2) (Couplings). There exists C2, C3 P p0,8q such that the following holds. Let ρ P J , ε P p0, 1q

(with ρ ` ε P J), and H1,H2, t, ` ě 1 be integers such that mintH1,H2 ´ H1 ´ 1u ą 10νt ą

4ν`100 ą C2, ν` ą C2ε
´2p1 ` | log3pν`4q|q and ` ą 80νε´1 ` ν´2. Let η0, η1

0 P Σ be such
that η0|r´H1,H1s ě η0

1|r´H1,H1s and such that for every interval I Ď r´H2,H2s of length t`{2u ď

|I| ď ` , we have η0pIq ě pρ ` 3ε{4q|I| and η1
0pIq ď pρ ` ε{4q|I|. Then there exists a coupling

Q of two environments η, η1 with respective marginals Pη0 ,Pη1
0 such that

(3.1) Q
`

@s P r0, ts, ηs|r´H1`4νt,H1´4νts ě η1
s|r´H1`4νt,H1´4νts

˘

ě 1 ´ 20t expp´νt{4q

and

(3.2) Q
`

ηt|r´H2`6νt,H2´6νts ě η1
t|r´H2`6νt,H2´6νts

˘

ě 1 ´ 5C3`
4H2 exp

´

´C´1
3

ν
ν`1ε

2`
¯

.

For later reference, we record the following two particular instances of (C.2), which correspond to
the cases where H2 “ 0 and H1 “ 0, respectively. For convenience, we state them with better constants
and exponents than in (C.2). In fact, when verifying condition (C.2) for the SEP in Section 6.2, we will
first prove that these two conditions hold, and use them to prove (C.2).

(C.2.1) (No particle drifting in from the side). Let t,H ě 0 and k ě 1 be integers, and let η0, η1
0 P Σ be

such that η0|r´H,Hs ě η1
0|r´H,Hs. There exists a coupling Q of environments η, η1 with respective

marginals Pη0 and Pη1
0 such that

(3.3) Q
`

@s P r0, ts, ηs|r´H`2νkt,H´2νkts ě η1
s|r´H`2νkt,H´2νkts

˘

ě 1 ´ 20 expp´kνt{4q.

Informally, with high probability no particle of η1 outside of r´H,Hs can drift into r´H `

2νt,H ´ 2νts (when k “ 1 for instance) before time t to perturb the domination of η1 by η.

(C.2.2) (Covering η1 by η). There exists C4 ą 0 such that for all ρ P J and ε P p0, 1q (with ρ ` ε P J),
the following holds. If H, t ě 1 satisfy H ą 4νt, ν8t ą 1 and νt1{4 ą C4ε

´2p1 ` | log3pνtq|q,
then for all η0, η1

0 P Σ such that on each interval I Ă r´H,Hs of length t`{2u ď |I| ď `, where
` :“ tt1{4u, η0pIq ě pρ ` 3ε{4q|I| and η1

0pIq ď pρ ` ε{4q|I|, there exists a coupling Q of η, η1

with marginals Pη0 ,Pη1
0 so that

(3.4) Qpηt|r´H`4νt,H´4νts ě η1
t|r´H`4νt,H´4νtsq ě 1´C3tH exp

`

´ pC3p1`ν´1qq´1ε2t1{4
˘

.

In words, the coupling Q achieves order between η and η1 at time t under suitable regularity
assumptions on the empirical density of their initial configurations η0 and η1

0.

The third and last property ensures that if an environment η covers another environment η1 and has
at least one extra particle at distance ` of the origin (which typically happens if η has higher density than
η1), then with probability at least exponentially small in `, by time `, this particle can reach the origin
which will be empty for η1, while preserving the domination of η1 by η. We will combine this property
with the uniform ellipticity of the random walk on top of the environment to show that the walker has
at least an exponentially small probability to reach a position where η has a particle but not η1, which in
turn yields a probability bounded away from zero that a walker on η steps to the right while a walker on
η1 steps to the left (under the coupling mentioned in Section 1.3), hence creating the desired initial gap
that we will then exploit in our constructions.
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(C.3) (Sprinkler). For all ρ P J , for all integers H, `, k ě 1 with H ě 2ν`k and k ě 48ν´1pν `

logp40q ´ logpp˝p1 ´ p‚qν{2qq, the following holds. If η0, η1
0 P Σ satisfy η0pxq ě η1

0pxq for all
x P r´H,Hs, η0pr0, `sq ě η1

0pr0, `sq ` 1 and η1
0pr´3` ` 1, 3`sq ď 6pρ ` 1q`, then there is a

coupling Q of η1 under Pη1
0 and η under Pη0 such that, with δ “ pν{2eνq6pρ`1q`,

Qpη`pxq ą 0, η1
`pxq “ 0q ě 2δ(3.5)

for x P t0, 1u, and with δ1 “ δpp˝p1 ´ p‚qq6pρ`1q`,

Qpt@s P r0, `s, ηs|r´H`2νk`,H´2νk`s ě η1
s|r´H`2νk`,H´2νk`su

cq ď 20e´kν`{4 ď δ1.(3.6)

3.2. Main result. Following is our main theorem.

Theorem 3.1 (Sharpness of vp¨q). Let η be an environment as in Section 2.2 satisfying (C.1)-(C.3).
Assume that for all ρ P J , there exists vpρq such that

(3.7) Pρ-a.s., lim
n
n´1Xn “ vpρq.

Then, for all ρ, ρ1 P J such that ρ ą ρ1, one has that

vpρq ą vpρ1q.(3.8)

With Theorem 3.1 at hand, we first give the proofs of Theorems 1.1 and 1.2. We start with the latter.

Proof of Theorem 1.2. Theorem 1.2 concerns the particular case where Pρ refers to the walk of Sec-
tion 2.3 evolving on top of the exclusion process η started from product Bernoullipρq distribution, for
ρ P J Ă p0, 1q. The properties (P.1)-(P.4) and (C.1)-(C.3) are indeed all satisfied in this case, as is proved
separately in Section 6 below, see Lemma 6.1 and Proposition 6.3.

In the notation of (1.6), we now separately consider the intervals J P tJ´, J0, J`u, where J´ “

p0, ρ´q, J0 “ pρ´, ρ`q and J` “ pρ`, 1q. The fact that the law of large numbers (3.7) holds for any
choice of J is the content of [40, Theorem 1.1]. Thus Theorem 3.1 is in force, and v is strictly increasing
on J for any J P tJ´, J0, J`u. Since by direct application of (P.3) and Lemma 2.2, v is already non-
decreasing on J´ Y J0 Y J`, it must be (strictly) increasing on J´ Y J0 Y J` altogether, and (1.8)
follows. In view of (1.6), the first equality in (1.7) is an immediate consequence of (3.8) with J “ J0.

As to the second equality in (1.7), recalling the definition of ρc from (1.4), we first argue that ρ´ ď ρc.
If ρ ă ρ´, then by (1.5)-(1.6),Xn{n Ñ vpρq ă 0 Pρ-a.s. and thus in particular Pρplim supXn ă 0q “ 1
(in fact it equals ´8 but we will not need this). On the other hand, tHn ă H´1u Ă tH´1 ą nu Ă

tXk ě 0, @k ď nu, and the latter has probability tending to 0 as n Ñ 8 under Pρ. It follows that
θpρq “ 0 in view of (1.3), whence ρ ď ρc, and thus ρ´ ď ρc upon letting ρ Ò ρ´.

Since ρ´ “ ρ`, in order to complete the proof it is enough to show that ρ` ě ρc. Let ρ ą ρ`. We
aim to show that θpρq ą 0. Using the fact that vpρq ą 0 and (1.5), one first picks n0 “ n0pρq ě 1
such that Pρ

zpXn ą 0, @n ě n0q ě 1{2 for any z “ pm,mq with m ě 0 (the worst case is m “ 0, the
other cases follow from the case m “ 0 using invariance under suitable space-time translations). Now,
observe that for all n ě 0, under Pρ,

(3.9) tHn ă H´1u Ą
`

tXk ´Xk´1 “ `1, @1 ď k ď n0u

X tX2n0`k1 ą 0, @k1 ě n0u X tlim sup
nÑ8

Xn “ `8u
˘

;

for, on the event on the right-hand side, one has that Xn0 “ n0 and the walk can in the worst case
travel n0 steps to the left during the time interval pn0, 2n0s, whence in fact Xk ě 0 for all k ě 0, and
Hn ă 8 since lim supnÑ8 Xn “ `8. Combining (3.9), the fact that the last event on the RHS has full
probability due to (1.5)-(1.6), the fact that P η

p0,0q
pXk ´ Xk´1 “ `1, @1 ď k ď n0q ě pp‚ ^ p˝qn0 on

account of (2.5)-(2.6) and the Markov property of the quenched law at time n0, one finds that

θnpρq
(1.2)
ě pp‚ ^ p˝qn0 ¨ Pρ

pn0,n0q
pXn0`k1 ą 0, @k1 ě n0q ě 2´1pp‚ ^ p˝qn0 ą 0,
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where the second inequality follows by choice of n0. Thus, θpρq ą 0 (see (1.3)), i.e. ρ ě ρc. Letting
ρ Ó ρ` one deduces that ρ` ě ρc, and this completes the verification of (1.7).

Proof of Theorem 1.1. Only item (i) requires an explanation. This is an easy consequence of [40, Propo-
sition 3.6], e.g. with the choice ε “ pρc ´ ρq{4 for a given ρ ă ρc, and Theorem 1.2 (see (1.7)), as we
now explain. Indeed one has that tHn ă H´1u Ă tXn ě vpρc ´ εqnu under Pρ as soon as n is large
enough (depending on ρ); to see the inclusion of events recall that ρc “ ρ´ on account of (1.7), which
has already been proved, and therefore vpρc ´ εq ă 0. The conclusion of item (i) now readily follows
using the second estimate in [40, (3.27)].

3.3. The finite-range model Pρ,L. Following the strategy outlined in Section 1.3, we will aim at com-
paring the random walk in dynamic random environment, which has infinite-range correlations, to a
finite-range model, which enjoys regeneration properties, and which we now introduce.

For a density ρ P J (recall that J is an open interval of R`) and an integer L ě 1, we define a
finite-range version of the environment, that is, a probability measure Pρ,L on Σ Q η “ pηtpxq : x P

Z, t P R`q (see Section 2.2 for notation) such that the following holds. At every time t multiple of
L, ηt is sampled under Pρ,L according to µρ (recall (P.2)), independently of pηsq0ďsăt and, given ηt,
the process pηt`sq0ďsăL has the same distribution under Pρ,L as pηsq0ďsăL under Pηt , cf. Section 2.2
regarding the latter. We denote Eρ,L the expectation corresponding to Pρ,L. It readily follows that η is a
homogenous Markov process under Pρ,L, and that Pρ,L inherits all of Properties (P.1)-(P.4) from Pρ. In
particular µρ is still an invariant measure for the time-evolution of this environment. Note that Pρ,8 is
well-defined and Pρ,8 “ Pρ.

Recalling the quenched law P η
z of the walkX in environment η started at z P Z from Section 2.3, we

extend the annealed law of the walk from (2.2) by setting Pρ,L
z r¨s “

ş

Pρ,LpdηqP η
z r¨s so that Pρ,8

z “ Pρ
z

corresponds to the annealed law defined in (2.2). We also abbreviate Pρ,L “ Pρ,L
0 .

We now collect the key properties of finite-range models that will be used in the sequel. A straight-
forward consequence of the above definitions is that

(3.10)
under Pρ,L, tpXkL`s ´XkLq0ďsďL : k P Nu is an i.i.d. family,
with common distribution identical to the Pρ-law of pXsq0ďsďL.

Moreover, by direct inspection one sees that Pρ,L inherits the properties listed in (3.1) from Pρ; that is,
whenever Pρ does,

(3.11) Pρ,L satisfies (C.1), (C.2), (C.2.1), (C.2.2) (all for L ě t) and (C.3) (for L ě `).

(more precisely, all of these conditions hold with Pη,L in place of Pη everywhere, where Pη,L refers
to the evolution under Pρ,L with initial condition η0 “ η). The next result provides a well-defined
monotonic speed vLp¨q for the finite-range model. This is an easy fact to check. A much more refined
quantitative monotonicity result will follow shortly in Proposition 3.3 below (implying in particular strict
monotonicity of vLp¨q).

Lemma 3.2 (Existence of the finite-range speed vL). For ρ P J and an integer L ě 1, let

(3.12) vLpρq
def.
“ Eρ,L rXL{Ls “ Eρ rXL{Ls .

Then

(3.13) Pρ,L-a.s. lim
nÑ`8

n´1Xn “ vLpρq.

Moreover, for any fixed L, we have that

(3.14) the map ρ ÞÑ vLpρq is non-decreasing on J .

Proof. The second equality in (3.12) is justified by (3.10). The limit in (3.13) is an easy consequence
of (3.10), (2.13), the definition (3.12) of vL and the law of large numbers. The monotonicity (3.14) is
obtained by combining (P.3) and Lemma 2.2.
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3.4. Key propositions and proof of Theorem 3.1. In this section, we provide two key intermediate
results, stated as Propositions 3.3 and 3.4, which roughly correspond to the two parts of the proof outline
in Section 1.3. Theorem 3.1 will readily follow from these results, and the proof appears at the end of this
section. As explained in the introduction, the general strategy draws inspiration from recent interpolation
techniques used in the context of sharpness results for percolation models with slow correlation decay,
see in particular [31, 33], but the proofs of the two results stated below are vastly different.

Our first result is proved in Section 4 and allows us to compare the limiting speed of the full-range
model to the speed of the easier finite-range model with a slightly different density. Note that, even
though both vp¨q and vLp¨q are monotonic, there is a priori no clear link between v and vL.

Proposition 3.3 (Approximation of v by vL). Under the assumptions of Theorem 3.1, there exists C5 “

C5pνq P p0,8q such that for all L ě 3 and ρ such that rρ´ 1
logL , ρ` 1

logL s Ď J ,

(3.15) vL

´

ρ´
1

logL

¯

´
C5plogLq100

L
ď vpρq ď vL

´

ρ`
1

logL

¯

`
C5plogLq100

L
.

With Proposition 3.3 above, we now have a chance to deduce the strict monotonicity of vp¨q from that
of vLp¨q. Proposition 3.4 below, proved in Section 5, provides a quantitative strict monotonicity for the
finite-range speed vLp¨q. Note however that it is not easy to obtain such a statement, even for the finite-
range model: indeed, from the definition of vLp¨q in (3.12), one can see that trying to directly compute
the expectation in (3.12) for any L boils down to working with the difficult full range model. One of
the main difficulties is that the environment mixes slowly and creates strong space-time correlations.
Nonetheless, using sprinkling methods, it turns out that one can speed-up the mixing dramatically by
increasing the density of the environment. This is the main tool we use in order to obtain the result
below.

Proposition 3.4 (Quantitative monotonicity of vL). Assume (3.11) holds and let ρ P J . For all ε ą 0
such that ρ` ε P J , there exists L1 “ L1pρ, ε, νq ě 1 such that, for all L ě L1,

(3.16) vLpρ` εq ´ vLpρq ě
3C5plogLq100

L
.

Propositions 3.3 and 3.4 imply Theorem 3.1, as we now show.

Proof of Theorem 3.1. Let ρ, ρ1 P J with ρ ą ρ1, and define ε “ ρ ´ ρ1. Consider L ě 3 _ L1pρ `

ε{3, ε{3q, so that the conclusions of Propositions 3.3 and 3.4 both hold. By choosing L sufficiently large
in a manner depending on ρ and ρ1, we can further ensure that plogLq´1 ă ε{3 and rρ´ plogLq´1, ρ`

plogLq´1s Y rρ1 ´ plogLq´1, ρ1 ` plogLq´1s Ď J . Abbreviating αL “ L´1plogLq100, it follows that

vpρq
(3.15)
ě vLpρ´ plogLq´1q ´ C5αL

(3.14)
ě vLpρ´ ε

3q ´ C5αL

(3.14)
ě vLpρ1 ` 2ε

3 q ´ C5αL

(3.16)
ě vLpρ1 ` ε

3q ` 2C5αL

(3.14)
ě vLpρ1 ` plogLq´1q ` 2C5αL

(3.15)
ě vpρ1q ` C5αL ą vpρ1q,

yielding (3.8).

4 Finite-range approximation of Pρ

In this section, we prove Proposition 3.3, which allows us to compare the speed vp¨q of the full-range
model to the speed vLp¨q (see (3.12)) of the finite-range model introduced in §3.3. The proof uses a
dyadic renormalisation scheme. By virtue of the law(s) of large numbers, see (3.7) and (3.13), and for
L0 and ρ fixed, the speed vpρq ought to be close to the speed v2KL0

pρq, for some large integerK. Hence,
if one manages to control the discrepancies between v2k`1L0

pρq and v2kL0
pρq for all 0 ď k ď K ´ 1

and prove that their sum is small, then the desired proximity between vpρq and vL0pρq follows. This is
roughly the strategy we follow except that at each step, we slightly increase or decrease the density ρ
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(depending on which bound we want to prove), in order to weaken the (strong) correlations in the model.
This is why we only compare vp¨q and vLp¨q for slightly different densities at the end. This decorrelation
method is usually referred to as sprinkling; see e.g. [67, 74] for similar ideas in other contexts.

As a first step towards proving Proposition 3.3, we establish in the following lemma a one-step
version of the renormalization, with a flexible scaling of the sprinkling (fpLq below) in anticipation of
possible future applications. For x P R, let x´ “ maxp´x, 0q denote the negative part of x. Throughout
the remainder of this section, we are always tacitly working under the assumptions of Theorem 3.1.

Lemma 4.1. There exists L0 “ L0pνq ě 1 such that for all L ě L0, all fpLq P rplogLq90, L1{10s and
all ρ such that pρ ´ fpLq´1{40, ρ ` fpLq´1{40q Ď J , the following holds: there exists a coupling QL of
pX

piq
s q0ďsď2L, i “ 1, 2, such that Xp1q „ Pρ,L, Xp2q „ Pρ`ε,2L with ε “ fpLq´1{40, and

(4.1) QL

´

min
0ďsď2L

`

Xp2q
s ´Xp1q

s

˘

ď ´fpLq

¯

ď e´fpLq1{40
.

Consequently,

(4.2) EQL

”

max
0ďsď2L

`

Xp2q
s ´Xp1q

s

˘

´

ı

ď 2fpLq,

and

(4.3) VarQL

´

max
0ďsď2L

`

Xp2q
s ´Xp1q

s

˘

´

¯

ď 2fpLq2.

The same conclusions hold with marginals Xp1q „ Pρ,2L and Xp2q „ Pρ`ε,L instead.

Proof. Towards showing (4.1), let us first assume that

there exists L0 ą 3 such that for all L ě L0, pρ` log´2 Lq P J and there exists a

coupling QL of ηp1q „ Pρ,L and ηp2q „ Pρ`ε,2L s.t. QLrGs ě 1 ´ expp´fpLq1{40q,
(4.4)

where, setting t “ t
fpLq

2 u, the ‘good’ event G is defined as

(4.5) G “
 

ηp1q
s pxq ď ηp2q

s pxq, @px, sq P r´3L, 3Ls ˆ r0, Lq
(

X
 

ηp1q
s pxq ď ηp2q

s px´ 2tq, @px, sq P r´3L, 3Ls ˆ rL` t, 2Lq
(

.

Given the above, we now extend the coupling QL to the random walks Xp1q „ P ηp1q

and Xp2q „ P ηp2q

,
defined as in Section 2.3, up to time 2L. To do that, we only need to specify how we couple the collections
of independent uniform random variables pU

p1q
w qwPL and pU

p2q
w qwPL (recall that L denotes space-time, see

(2.4)) used to determine the steps of each random walk; the walks Xpiq, i “ 1, 2, up to time 2L are then
specified in terms of pU piq, ηpiqq as in (2.5)-(2.6). Under QL, we let pU

p1q
w qwPL be i.i.d. uniform random

variable on r0, 1s and define, for px, sq P L,

U
p2q

px,sq
“

#

U
p1q

px,sq
, if 0 ď s ă L

U
p1q

px´2t,sq
, if L ď s ă 2L

(for definiteness let U p2q

px,sq
“ U

p1q

px,sq
when s ě 2L). Clearly pU

p2q
w qwPL are i.i.d. uniform variables, hence

Xp2q also has the desired marginal law. Now, we will explain why, on this coupling, (4.1) holds, and
refer to Figure 4 for illustration. We will only consider what happens on the event G defined in (4.5). On
G, by Lemma 2.2 with K “ r´3L, 3Ls ˆ r0, Ls, we have that Xp2q

s ě X
p1q
s for all 0 ď s ď L. This

implies that Xp2q

L`t ě X
p1q

L`t ´ 2t owing to (2.13). Let η “ ηp1q, define rη by rηnpxq “ η
p2q
n px ´ 2tq and

w “ pX
p1q

L`t, L` tq. Let Xw and rXw be random walks evolving on top of η and rη respectively, and both

using the collection of uniform random variables U p1q. Then, conditionally on ηp1q

L`t, η
p2q

L`t and Xp1q

L`t,
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time

2L

L

3L0−3L

0

L+ t

X
(2)
L

−2L 2L

X
(1)
L+t

= x1
X

(2)
L+t

X
ω

L−t
= X

(1)
2L

X̃
ω

L−t
− 2t X

(2)
2L

X
(1)
L

x1 − 2t

≤ 2t

X̃
ω

L−t

Z

Figure 4: The trajectory of Xp1q (resp. Xp2q) is pictured in blue (resp. red). The trajectory of Xω coincides with that of Xp1q

during rL ` t, 2Ls. The trajectory of rXω is in black (and shifted by ´2t in dashed black). On the event G, the points Xpiq

2L for
i “ 1, 2 both lie in the interval r rXω

L´t ´ 2t, rXω
L´ts, where w “ px1, L ` tq.

and on the event tX
p1q

L`t “ x1u, Xw
L´t has the law of Xp1q

2L and rXw
L´t ´ 2t has the law of the position at

time 2L of a random walk started at px1 ´ 2t, L ` tq and evolving on top of ηp2q, using the collection
U p2q. In particular, it evolves on the same environment as Xp2q and starts on the left of Xp2q

L`t, so that
rXw
L´t ď X

p2q

2L (by Lemma 2.2 applied with K “ Z ˆ Z` and η “ rη). On G, using the second event
in the intersection on the right-hand side of (4.5), we can again apply Lemma 2.2, now at time L ` t,
with X and rX as described and K “ r´3L` 2t, 3L´ 2ts ˆ rL` t, 2Ls. We obtain that Xw

s´t ď rXw
s´t

for all s P rt, Ls. Thus, subtracting 2t on both sides and using the previous facts, we have on G that
X

p1q
s ´ 2t ď X

p2q
s , for all 0 ď s ď 2L. All in all, we have proved that

G Ď
 

max
0ďsď2L

`

Xp2q
s ´Xp1q

s

˘

´
ď 2t

(

,

and therefore (4.1) follows from our assumption (4.4). The fact that (4.2) and (4.3) hold is a simple conse-
quence of (4.1) and a straightforward computation using the deterministic inequality

`

X
p2q
s ´X

p1q
s

˘

´
ď

4L valid for all 0 ď s ď 2L and the fact that L ě L0 ą 3 (note that for L large enough, we have
p2Lq2e´fpLq1{40

ď fpLq for all fpLq P rlog90 L,L1{10s).
It remains to show that (4.4) holds, which brings into play several of the properties gathered in

§3.1 and which hold by assumption. Let L0 ą 3 be such that for every L ě L0 and any choice of
fpLq ě log90 L, with ε “ fpLq´1{40 we have that ρ` ε P J and

(4.6) L ą t ą 10100ν´1 ` ν´8 ` ν´7C8
4ε

´16,

where t “ tfpLq{2u as defined above (4.5).
We will provide a step-by-step construction of QL, in four steps. First, note that by (P.3)-ii), there

exists a coupling QL of environments pη
p1q

t pxq : x P Z, t P r0, Lqq and pη
p2q

t pxq : x P Z, t P r0, Lsq such
that under QL, ηp1q „ Pρ,L on the time interval r0, Lq, ηp2q „ Pρ`ε,2L on the time interval r0, Ls and
such that QL-a.s., ηp1q

t pxq ď η
p2q

t pxq for all x P Z and t P r0, Lq. We then extend QL to time L for ηp1q

by sampling ηp1q

L „ µρ, independently of pη
p1q

t q0ďtăL and pη
p2q

t q0ďtďL. In particular the above already
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yields that the inequalities required as part of the event G in (4.5) which involve pη
piq
t q0ďtăL actually

hold QL-a.s.
Second, letting ` def.

“ tt1{4u, we define G1 to be the event that for every interval I Ď r´10Lp1 `

νq, 10Lp1`νqs of length t`{2u ď |I| ď `, the inequalities ηp1q

L pIq ď pρ`ε{4q` and ηp2q

L pIq ě pρ`3ε{4q`
hold (see the beginning of §2.2 for notation). By (P.4) and a union bound over the choices of such
intervals I , we get that

(4.7) QLpGc
1q ď 40`Lp1 ` νq expp´c1ε

2`{32q.

At timeL and onGc
1, extend QL to the time interval rL, 2Ls by letting ηp1q and ηp2q follow their dynamics

P η
p1q

L and P η
p2q

L independently of each other (using (P.1)).
Third, we continue the construction of the coupling onG1 by applying (C.2.2) withH “ 10Lp1`νq,

η0 “ η
p2q

L p¨ ´ 2tq and η1
0 “ η

p1q

L , checking the assumptions using (4.6) (note indeed that we have
1 ` | log3pνtq| ď pνtq1{8 since νt ą 10100, and then that C4ε

´2pνtq1{8 ď νt1{4). This implies that,
given ηp1q

L and ηp2q

L , on G1, there exists an extension of the coupling QL on the time interval rL,L ` ts
such that, defining

(4.8) G2 “
 

@x P r´8L´ 6νL, 8L` 6νLs, η
p1q

L`tpxq ď η
p2q

L`tpx´ 2tq
(

,

we have

(4.9) QLpGc
2q ď 10C3tLp1 ` νq exp

`

´ C´1
3

ν
ν`1ε

2t1{4
˘

.

At time L ` t and on Gc
2, we extend QL on the time interval rL ` t, 2Ls by letting ηp1q and ηp2q follow

their dynamics P η
p1q

L`t and P η
p2q

L`t independently of each other.
Fourth, we continue the construction of the coupling on G2 by applying (C.2.1) with η0 “ η

p2q

L`tp¨ ´

2tq and η1
0 “ η

p1q

L`t, H “ 8L` 6νL, k “ 1 and t in (C.2.1) equal to L´ t. This implies that, given ηp1q

L`t

and ηp2q

L`t, on G2, there exists an extension of the coupling QL on the time interval rL` t, 2Ls such that,
defining

(4.10) G3 “
 

@x P r´8L, 8Ls, s P rL` t, 2Ls, ηp1q
s pxq ď ηp2q

s px´ 2tq
(

,

we have

(4.11) QLpGc
3q ď 20 expp´νpL´ tq{4q.

Finally, note that G1 X G2 X G3 Ď G, so that (4.4) is a straightforward consequence of (4.7), (4.9)
and (4.11) provided that L0 is chosen large enough, depending only on ν (as well as C3, c1 and C4).
Note in particular that with our choices of fpLq, ε above (4.6) and `pě cfpLq1{4q, we have that minpL´

t, ε2t1{4, ε2`q ě fpLq1{20. All in all (4.4) follows. The case Xp1q „ Pρ,2L and Xp2q „ Pρ`ε,L can be
treated in the same way, by means of an obvious analogue of (4.4). The remainder of the coupling (once
the environments are coupled) remains the same.

We are now ready to prove Proposition 3.3. The proof combines the law of large numbers for the
speed together with Lemma 4.1 applied inductively over increasing scales. The rough strategy is as
follows. We aim to compare the speed of the full-range model vpρq to the speed of the finite-range model
vLpρq for some possibly large, but finite L, and prove that these two are close. For δ ă vLpρq, we
know that the probability for the finite-range model to go slower than speed δ goes to 0 on account of
Lemma 3.2. Thus, in a large box of size 2KL0, the L0-range model will most likely be faster than δ as
soon as K is large enough. Lemma 4.1 is used over dyadic scales to control the discrepancies between
the 2kL0-range model and the 2k`1L0-range model for all k from 0 to K ´ 1, and to prove that they are
small. It will be seen to imply that with high probability, in a box of size 2KL0, the 2KL0-range model
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will be faster than δ. Now, we only need to observe that when observed in a box of size 2KL0, the 2KL0-
range model is equivalent to the full-range model. As Lemma 4.1 already hints at, this is but a simplified
picture and the actual argument entails additional complications. This is because each increase in the
range (obtained by application of Lemma 4.1) comes not only at the cost of slightly ‘losing speed,’ but
also requires a compensation in the form of a slight increase in the density ρ, and so the accumulation of
these various effects have to be tracked and controlled jointly.

Proof of Proposition 3.3. We only show the first inequality in Proposition 3.3, i.e. for L ě Cpνq and ρ
such that rρ´ plogLq´1, ρ` plogLq´1s Ď J , abbreviating αL “

plogLq100

L , one has

(4.12) vLpρ´ plogLq´1q ´ αL ď vpρq.

The first inequality in (3.15) then follows for all L ě 3 by suitably choosing the constantC5 since v, vL P

r´1, 1s. The second inequality of (3.15) is obtained by straightforward adaptation of the arguments
below, using the last sentence of Lemma 4.1.

For L ě 1, define Lk “ 2kL for k ě 0. As we now explain, the conclusion (4.12) holds as soon as
for L ě Cpνq and ρ as above, we show that

(4.13) Pρ
`

pXLK
{LKq ď vLpρ´ plogLq´1q ´ αL

˘

Ñ 0, as K Ñ 8.

Indeed under the assumptions of Proposition 3.3, the law of large numbers (1.5) holds, and therefore in
particular, for all δ ą vpρq, we have that Pρ pXLK

ď δLKq tends to 1 as K Ñ 8. Together with (4.13)
this is readily seen to imply (4.12).

We will prove (4.13) for L ě Cpνq, where the latter is chosen such that the conclusions of Lemma
4.1 hold for L, and moreover such that

(4.14) plogLq´9{4 `
100

plogLq5{4
ď

1

logL
, logL ě 5 and

`

3
2

˘´k `
k log 2
logL ` 1

˘99
ď 1, for all k ě 0.

For such L we define, for all integerK, k ě 0, all ρ ą 0 and all δ P R, recalling the finite-range annealed
measures Pρ,L from §3.3,

p
pkq

ρ,K,δ “ Pρ,LkpXLK
ď δLKq,

p
p8q

ρ,K,δ “ PρpXLK
ď δLKq

(4.15)

(observe that the notation is consistent with §3.3, i.e. Pρ,8 “ Pρ). In this language (4.13) requires that
p

p8q

ρ,K,δ vanishes in the limit K Ñ 8 for a certain value of δ. We start by gathering a few properties of
the quantities in (4.15). For all ρ1 P J , the following hold:

lim
KÑ`8

p
p0q

ρ1,K,δ “ 0 for all δ ă vLpρ1q (by (3.13)),(4.16)

p
p8q

ρ1,K,δ “ p
pkq

ρ1,K,δ, for all δ P r´1, 1s, K ě 0 and k ě K,(4.17)

p
p8q

ρ1,K,δ and ppkq

ρ1,K,δ are non-increasing in ρ1 and non-decreasing in δ.(4.18)

As explained atop the start of the proof, owing to the form of Lemma 4.1 we will need to simultaneously
sprinkle the density and the speed we consider in order to be able to compare the range-Lk`1 model to
the range-Lk model. To this effect, let

(4.19) ρ0 “ ρ´ plogLq´1 and ρk`1 “ ρk ` plogLkq´9{4, for all k ě 0,

as well as

(4.20) δ0 “ vLpρ0q ´ L´2 and δk`1 “ δk ´ log99pLkq{Lk, for all k ě 0.
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A straightforward computation, bounding the sum below for k ě 1 by the integral
ş8

0 dx{px log 2 `

logLq9{4, yields that

(4.21) lim
k
ρk “ ρ0 `

ÿ

kě0

plogLkq´9{4 ď ρ0 ` plogLq´9{4 `
100

plogLq5{4

(4.14)
ď ρ0 `

1

logL

(4.19)
ď ρ.

Another straightforward computation yields that

(4.22)
ÿ

kě0

plogLkq99

Lk
“

ÿ

kě0

ˆ

3

2

˙´k ˆ

k
log 2

logL
` 1

˙99

ˆ
plogLq99

L

ˆ

3

4

˙k

(4.14)
ď

plogLq99

L

ÿ

kě0

ˆ

3

4

˙k (4.14)
ď

plogLq100

L
´

1

L2
.

In particular, since pρkq is increasing in k, (4.21) implies that for all K ě 0, we have ρ ě ρK , and (4.22)
yields in view of (4.20) that δK ą vLpρ0q ´αL, with αLp“ L´1plogLq100q as above (4.12). Using this,
it follows that, for all K ě 0,

(4.23) p
p8q

ρ,K,vLpρ0q´αL

(4.17)
“ p

pKq

ρ,K,vLpρ0q´αL

(4.18)
ď p

pKq

ρK ,K,δK
“ p

p0q

ρ0,K,δ0
`

ÿ

0ďkăK

´

p
pk`1q

ρk`1,K,δk`1
´ p

pkq

ρk,K,δk

¯

.

As the left-hand side in (4.23) is precisely equal to the probability appearing in (4.13), it is enough to
argue that the right-hand side of (4.23) tends to 0 as K Ñ 8 in order to conclude the proof. By recalling
that δ0 ă vLpρ0q from (4.20) and using (4.16), we see that limKÑ8 p

p0q

ρ0,K,δ0
“ 0, which takes care of

the first term on the right of (4.23).
We now aim to show that the sum over k in (4.23) vanishes in the limitK Ñ 8, which will conclude

the proof. Lemma 4.1 now comes into play. Indeed recalling the definition (4.15), the difference for fixed
value of k involves walks with range Lk and Lk`1, and Lemma 4.1 supplies a coupling allowing good
control on the negative part of this difference (when expressed under the coupling). Specifically, for a
given K ě 1 and 0 ď k ď K ´ 1, let Xp1q „ Pρk`1,Lk`1 and Xp2q „ Pρk,Lk . Note that for i P t1, 2u,
one has the rewrite

X
piq
LK

“
ÿ

0ď`ă2K´k´1

´

X
piq
p``1qLk`1

´X
piq
`Lk`1

¯

.

Therefore, due to the regenerative structure of the finite-range model, explicated in (3.10), it follows that,
for i P t1, 2u, under Pρk`2´i,Lk`2´i ,

(4.24) X
piq
LK

law
“

ÿ

0ď`ă2K´k´1

X
pi,`q
Lk`1

,

where Xpi,`q
Lk`1

, ` ě 0, is a collection of independent copies of Xpiq
Lk`1

under Pρk`2´i,Lk`2´i .
Now recall the coupling measure QL provided by Lemma 4.1 with fpLq “ plogLq90 and let us denote
by Q the product measure induced by this couplingfor the choices L “ Lk and ε “ ρk`1 ´ρk in Lemma
4.1, so that Q supports the i.i.d. family of pairs pX

p1,`q
Lk`1

, X
p2,`q
Lk`1

q, ` ě 0, each sampled under QLk
. In

particular, under Q, for all ` ě 0, Xp1,`q
Lk`1

and Xp2,`q
Lk`1

have law Pρk`1,Lk`1 and Pρk,Lk , respectively. Now,
one can write, for any K ě 1 and 0 ď k ď K ´ 1, with the sum over ` ranging over 0 ď ` ă 2K´k´1

below, that

p
pk`1q

ρk`1,K,δk`1
´ p

pkq

ρk,K,δk

(4.15)
“ Q

´

ÿ

`

X
p1,`q
Lk`1

ď LKδk`1

¯

´ Q
´

ÿ

`

X
p2,`q
Lk`1

ď LKδk

¯

ď Q
´

ÿ

`

X
p1,`q
Lk`1

ď LKδk`1,
ÿ

`

X
p2,`q
Lk`1

ą LKδk

¯ (4.20)
ď Q

´

ÿ

`

pX
p1,`q
Lk`1

´X
p2,`q
Lk`1

q ď ´2K´k log99pLkq

¯

.
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Now, using Chebyshev’s inequality together with Lemma 4.1 (recall that fpLq “ log90 L), it follows
that for K ě 1 and 0 ď k ď K ´ 1,

p
pk`1q

ρk`1,K,δk`1
´ p

pkq

ρk,K,δk
ď

2K´kplogLkq190

`

2K´kplogLkq99 ´ 2K´kplogLkq90
˘2

ď
7

2K´kpk ` 5q8
ď 2´

K
2 ` 224K´8,

(4.25)

where the second line is obtained by considering the cases when k ă K{2 or k ě K{2 separately,
together with straightforward computations. The bound (4.25) implies in turn that

K´1
ÿ

k“0

´

p
pk`1q

ρk`1,K,δk`1
´ p

pkq

ρk,K,δk

¯

ď K2´
K
2 ` 224K´7 KÑ8

ÝÑ 0,

which concludes the proof.

5 Quantitative monotonicity for the finite-range model

The goal of this section is to prove Proposition 3.4. For this purpose, recall that J is an open interval,
and fix ρ P J and ε ą 0 such that pρ ` εq P J . Morever, in view of (3.14), we can assume that
ε ă 1{100. The dependence of quantities on ρ and ε will be explicit in our notation. As explained
above Proposition 3.4, even if we are dealing with the finite-range model, the current question is about
estimating the expectation in (3.12), which is actually equivalent to working on the full-range model.
Thus, we retain much of the difficulty, including the fact that the environment mixes slowly. The upshot
is that the speed gain to be achieved is quantified, and rather small, cf. the right-hand side of (3.16).

The general idea of the proof is as follows. First, recall that we want to prove that at time L, the
expected position of Xρ`ε „ Pρ`ε (where „ denotes equality in law in the sequel) is larger than the
expected position of Xρ „ Pρ by 3plogLq100. The main conceptual input is to couple Xρ and Xρ`ε in
such a way that, after a well-chosen time T ! L, we create a positive discrepancy between them with
a not-so-small probability, and that this discrepancy is negative with negligible probability, allowing us
to control its expectation. We will also couple these walks in order to make sure that the environment
seen from Xρ

T is dominated by the environment seen from Xρ`ε
T , even if these walks are not in the same

position, and we further aim for these environments to be ‘typical’. The last two items will allow us to
repeat the coupling argument several times in a row and obtain a sizeable gap between Xρ

L and Xρ`ε
L .

In more quantitative terms, we choose below T “ 5plogLq1000 and create an expected discrepancy
of expp´plogLq1{20q at time T . Repeating this procedure L{T times provides us with an expected
discrepancy at time L larger than 3plogLq100 (and in fact larger than L1`op1q). We refer to the second
part of Section 1.3 for a more extensive discussion of how the expected gap size comes about.

We split the proof of Proposition 3.4 into two parts. The main part (Section 5.1) consists of con-
structing a coupling along the above lines. In Section 5.3, we prove Proposition 3.4.

5.1. The trajectories Y ˘. In this section, we define two discrete-time processes Y ´
t and Y `

t , t P

r0, T s, for some time horizon T , see (5.2) below, which are functions of two deterministic environments
η´ and η` and an arrayU “ pUwqwPL (see Section 2 for notation) of numbers in r0, 1s. This construction
will lead to a deterministic estimate of the difference Y `

t ´Y ´
t , stated in Lemma 5.1. In the next section,

see Lemma 5.2, we will prove that there exists a measure Q on pη˘, Uq such that under Q, Y ´ dominates
stochastically the law of a random walk Xρ „ Pρ (see below (2.3) for notation), Y ` is stochastically
dominated by the law of a random walk Xρ`ε „ Pρ`ε, and we have a lower bound on EQrY `

T ´ Y ´
T s,

thus yielding a lower bound on Eρ`εrXρ`εs ´ EρrXρs.

The construction of the two processes Y ˘ will depend on whether some events are realized for η˘

and U . We will denote E1, E2, . . . these events, which will occur (or not) successively in time. We
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introduce the convenient notation

(5.1) Ei´j
def.
“ Ei X Ei`1 X . . .X Ej , for all j ą i ě 1,

and write Ec
i´j for the complement of Ei´j . We refer to Figure 5 (which is a refined version of Figure 2)

for visual aid for the following construction of Y ˘, and to the discussion in Section 1.3 for intuition.
Let us give a brief outlook on what follows. The outcome of the construction will depend on whether
a sequence of events E1-E9 happens or not: when all of these events occur, which we call a success,
then Y `

T and Y ´
T have a positive discrepancy and we retain a good control on the environments at time

T , namely η` dominates η´ (or, more precisely, η´ shifted by Y `
T ´ Y ´

T ). When at least one of these
nine events does not happen, this can either result in a neutral event, where the trajectories end up at the
same position and we still have control on the environments, or it could result in a bad event, where we
can have Y `

T ă Y ´
T (but we will show in Lemma 5.2 that we keep control on the environments with

overwhelming probability, owing to the parachute coupling evoked at the end of Section 1.3). Whenever
we observe a neutral or a bad event, we will exit the construction and define the trajectories Y ˘ at once
from the time of observation all the way up to time T . Finally, we note that the walks Y ` and Y ´

are actually not Markovian. This is however not a problem as we use them later to have bounds on the
expected displacements of the actual walks Xρ and Xρ`ε.

We now proceed to make this precise. For L ě 3, define

(5.2) `G “ tplogLq1000u, `g “ tplogLq1{1000u and T “ 5`G,

as well as

(5.3) s0 “ `G, s1 “ s0 ` `g, s2 “ s1 ` 2`20g and s3 “ s2 ` `20g .

Let M ě 10pν ` 1qL, which will parametrize the spatial length of a space-time box in which the entire
construction takes place, and let Y ˘

0 “ 0. The definition of Y ˘ depends on the values of M and L, but
we choose not to emphasize it in the notation. Given processes

(5.4) γ “ pη`, η´, Uq

on a state space Ω such that the first two coordinates take values in pZ`qr0,T sˆZ and the last one in r0, 1sL,
we will define the events Ei “ Eipγq below measurably in γ and similarly Y ˘ “ pY ˘

t pγqq0ďtďT with
values in the set of discrete-time trajectories starting at 0. Unlike the sample paths of Xρ, Xρ`ε, the
trajectories of Y ˘ may perform jumps that are not to nearest neighbors. Probability will not enter the
picture until Lemma 5.2 below, see in particular (5.49), which specifies the law of γ. We now properly
define the aforementioned three scenarii of success, neutral events and bad events, which will be mutually
exclusive, and we specify Y ˘ in all cases.

Below s and t always denote integer times. Define the event (see Section 2.2 regarding the notation
ě)

E1 “t@s P r0, s0s, η`
s |r´M`2νs0,M´2νs0s ě η´

s |r´M`2νs0,M´2νs0qsu.(5.5)

The event E1 guarantees the domination of the environment η´ by η` and is necessary for a success,
while Ec

1 will be part of the bad event. On E1, for all 1 ď t ď s0, let recursively

(5.6) Y ´
t “ Y `

t “ Y ´
t´1 `Apη´

t´1pY ´
t´1q, U

pY ´
t´1,t´1q

q

where A was defined in (2.5), so that we let the walks evolve together up to time s0. On the bad event
Ec

1, we exit the construction by defining

(5.7) Y ´
t “ t and Y `

t “ ´t, for all 1 ď t ď T.
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Figure 5: Trajectories of Y ˘ during a time-interval of length T . For readability, we only picture the scenario when the events
Ei are all realized (except during rs3, T s). The picture is not up to scale (all linear stretches on the trajectories of Y ˘ have
slope 1, those of the grey trapezoid have slope 2ν). The red disk represents a sprinkler (extra particle of η`

zη´). The arrows
on the left indicate which of the coupling conditions (C.1)-(C.3) from Section 3.1 is being used to perform the coupling in the
given time interval. This is at the core of the proof of Lemma 5.2. The various couplings involved in the time interval rs3, T s

meet the necessity of having to restore domination of environments (possibly with a relative spatial shift) on a full space interval
of length M comparable to L with high probability, so as to be able to repeat proceedings in the next step.

27



Next, define the events

E2 “tη`
s0prY ´

s0 , Y
´
s0 ` `gsq ą η´

s0prY ´
s0 , Y

´
s0 ` `gsqu(5.8)

X tη´
s0prY ´

s0 ´ 3`g ` 1, Y ´
s0 ` 3`gsq ď pρ` 1q ¨ 6`gu,

E3 “t@s P rs0, s1s, η`
s |r´M`p4ν`1qs1,M´p4ν`1qs1s ě η´

s |r´M`p4ν`1qs1,M´p4ν`1qs1su.(5.9)

The event E3 again ensures the domination of η´ by η` on a suitable spatial interval while E2 creates
favourable conditions at time s0 to possibly see a sprinkler at time s1. On the event E1´3 (recall (5.1)
for notation), for all s0 ` 1 ď t ď s1, let recursively

(5.10) Y ´
t “ Y `

t “ Y ´
t´1 `Apη´

t´1pY ´
t´1q, U

pY ´
t´1,t´1q

q,

so that the walks, from time s0, continue to evolve together up to time s1 and, in particular, we have that

(5.11) on E1´3, Y ´
s1 “ Y `

s1 .

In order to deal with the case where E2 or E3 fail, we will distinguish two mutually exclusive cases, that
will later contribute to an overall neutral and bad event, respectively; cf. (5.40) and (5.44). To this end,
we introduce

(5.12) E2,bis “ t@s P rs0, T s, η`
s |r´M`2νT,M´2νT s ě η´

s |r´M`2νT,M´2νT su.

On E1 X Ec
2 X E2,bis, which will be a neutral event, we exit the construction by letting the walk evolve

together up to time T , that is, we define

(5.13) Y ´
t “ Y `

t “ Y ´
t´1 `Apη´

t´1pY ´
t´1q, U

pY ´
t´1,t´1q

q, for all s0 ` 1 ď t ď T.

On the bad event
`

E1 X Ec
2 X Ec

2,bis

˘

Y pE1´2 X Ec
3q, we exit the construction by defining

(5.14) Y ´
t “ t and Y `

t “ ´t, for all s0 ` 1 ď t ď T.

In the above, Y ` and Y ´ may take a non-nearest neighbour jump at time s0, which is fine for our
purpose. Next, define

E4 “tη`
s1pY `

s1 q ě 1, η´
s1pY ´

s1 q “ 0u,(5.15)

E5 “t@s P rs1, s2s, η`
s |r´M`p6ν`1qs2,M´p6ν`1qs2s ě η´

s |r´M`p6ν`1qs2,M´p6ν`1qs2su,(5.16)

where E4 states that the walkers see a sprinkler at time s1 and E5 guarantees domination of the environ-
ments from time s1 to s2. We will first define what happens on the neutral and the bad events. For this
purpose, define

(5.17) E4,bis “ t@s P rs1, T s, η`
s |r´M`p4ν`1qT,M´p4ν`1qT s ě η´

s |r´M`p4ν`1qT,M´p4ν`1qT su.

Recall that on E1´3, we have defined Y ˘ up to time s1. On the neutral event E1´3 XEc
4´5 XE4,bis, we

define

(5.18) Y ´
t “ Y `

t “ Y ´
t´1 `Apη´

t´1pY ´
t´1q, U

pY ´
t´1,t´1q

q, for all s1 ` 1 ď t ď T.

On the bad event E1´3 X Ec
4´5 X Ec

4,bis, we exit the construction by defining

(5.19) Y ´
t “ t and Y `

t “ ´t, for all s1 ` 1 ď t ď T.

On the event E1´5, because of the sprinkler, the walkers have a chance to split apart hence, for t P

rs1 ` 1, s2s, we let

(5.20) Y ´
t “ Y ´

t´1 `Apη´
t´1pY ´

t´1q, U
pY ´

t´1,t´1q
q and Y `

t “ Y `
t´1 `Apη`

t´1pY `
t´1q, U

pY `
t´1,t´1q

q.

28



Above, Y ` and Y ´ evolve on top of their respective environments η` and η´ from time s1`1 to time s2.
To be able to continue the construction from time s2 to s3, we define two events E6 and E7 concerning
the environments from times s1 to s2. If we are on E1´6, between times s1 ` 1 and s2 we will require
that Y ` and Y ´ drift away, regardless of the states of η` and η´, using only the information provided
by U . For this purpose, define

(5.21) E6 “
č

s1ďtďs2´1

Et
6,

where we set

Es1
6 “

 

U
pY ´

s1
,s1q

P pp˝, p‚q
(

(recall that p‚ ą p˝) and

Et
6 “

 

U
pY ´

s1
´pt´s1q,tq ą p‚

(

X
 

U
pY ´

s1
`t´s1,tq

ă p˝

(

for s1 ` 1 ď t ď s2 ´ 1.
(5.22)

On E4 XEs1
6 , Y ´ steps to the left and Y ` steps to the right from their common position, thus creating a

gap at time s1 ` 1. Then for all s1 ă t ă s2, as long as E4 and Es1
6 to Et´1

6 happen, Y ´
t and Y `

t are at
distinct positions and Et

6 allows Y ´ to take one more step to the left and Y ` one more step to the right.
Hence, using what we have constructed so far on E1´5, we have that

(5.23) on E1´6, Y `
s2 “ Y ´

s2 ` 2ps2 ´ s1q,

and we still have the domination of η´ by η` at time s2, cf. (5.16).
Since Y ` and Y ´ are no longer at the same position, we are going to momentarily allow to lose

this domination in order to recreate it at time s3 but in a suitably shifted manner, namely, achieve that
η`pY `

s3 ` ¨q|I ě η´pY ´
s3 ` ¨q|I for a suitable interval I , see (5.31). To do so, we first need favourable

conditions at time s2 encapsulated by the event

(5.24) E7 “

"

for all intervals I Ď rY ´
s1 ´ 3pν ` 1qT, Y ´

s1 ` 3pν ` 1qT s with
t`2g{2u ď |I| ď `2g, η

`
s2pIq ě pρ` 3ε{4q|I| and η´

s2pIq ď pρ` ε{4q|I|

*

The above requires good empirical densities at time s2 on an interval of length of order T centred around
the common position of the walkers Y ˘ at time s1. On E1´7, we do not precisely control the position of
the walkers from time s2 to s3 and define, for all s2 ă t ď s3,

(5.25) Y ´
t ´ Y ´

t´1 “ 1, Y `
t ´ Y `

t´1 “ ´1,

which corresponds to the worst case scenario assuming nearest-neighbour jumps. In particular, using
(5.25), (5.23) and (5.3), we have that

(5.26) on E1´7, Y `
s3 ´ Y ´

s3 “ 2`20g .

We now need to consider the case where E6´7 fails, and we will again distinguish two types of failure.
For this purpose, define

(5.27) E6,bis “ t@s P rs2, T s, η`
s |r´M`p6ν`1qT,M´p6ν`1qT s ě η´

s |r´M`p6ν`1qT,M´p6ν`1qT su,

and, on the neutral event E1´5 XEc
6,7 XE6,bis, we merge Y ` with Y ´ at time s2 ` 1 and then let them

walk together, by defining

Y `
s2`1 “ Y ´

s2`1 “ Y ´
s2 `A

`

η´
s2pY ´

s2 q, U
pY ´

s2
,s2q

˘

, and(5.28)

Y ´
t “ Y `

t “ Y ´
t´1 `Apη´

t´1pY ´
t´1q, U

pY ´
t´1,t´1q

q, for all s2 ` 2 ď t ď T(5.29)

(above one line would be sufficient but we single out (5.28) because the merging will typically occasion
a jump for Y `). On the remaining bad event E1´5 XEc

6´7 XEc
6,bis, we exit the construction in the now

usual way by defining

(5.30) Y ´
t “ t and Y `

t “ ´t, for all s2 ` 1 ď t ď T.
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It remains to define Y ˘ from time s3 to T on the event E1´7. The good event will require

(5.31) E8
def.
“ tη`

s3p¨ ` `20g q|
rY ´

s1
´2pν`1qT,Y ´

s1
`2pν`1qT s

ě η´
s3p¨ ´ `20g q|

rY ´
s1

´2pν`1qT,Y ´
s1

`2pν`1qT s
u,

that is, we want that the environment η` seen from Y `
s3 covers η´ seen from Y ´

s3 on an interval of length
of order T , which will enable us to let the walkers move in parallel (i.e. taking the same steps at the same
time), even if they are at different positions. Moreover, we want this domination to persist from time s3
to time T , hence we require

(5.32) E9
def.
“ t@s P rs3, T s, η`

s p¨ ` `20g q|
rY ´

s1
´2T,Y ´

s1
`2T s

ě η´
s p¨ ´ `20g q|

rY ´
s1

´2T,Y ´
s1

`2T s
u.

On the good event E1´9, we let, for t P rs3 ` 1, T s,

(5.33) Y ´
t “ Y ´

t´1 `Apη´
t´1pY ´

t´1q, U
pY ´

t´1,t´1q
q and Y `

t “ Y `
t´1 `Apη`

t´1pY `
t´1q, U

pY `
t´1´2`20g ,t´1q

q.

Note that above, we choose to shift spatially the collection pUwq by 2`20g spatially for Y `, which corre-
sponds to the difference between Y ´ and Y `. Therefore, both walks are using the same Uw to determine
their next step. Using (5.33), (5.26) and (5.32), one thus proves recursively that

(5.34) on E1´9, Y
`
t ´ Y ´

t “ 2`20g , for all s3 ď t ď T.

Finally, on the bad event Ec
1´7 X Ec

8´9, we finish the construction by defining

(5.35) Y ´
t “ Y ´

t´1 ` 1, Y `
t “ Y `

t´1 ´ 1, for all s3 ` 1 ď t ď T ´ 1, and Y ´
T “ T, Y `

T “ ´T.

This ends the definition of the trajectories Y ` and Y ´. Let us emphasize once more that these trajectories
are not nearest-neighbour and not Markovian w.r.t. the canonical filtration associated to pη`, η´, Uq, but
that this will not prevent us from obtaining the desired bounds.

Below, we proceed to define our three key events and summarise in Lemma 5.1 some of the important
(deterministic) properties we will use.

• Scenario I: Good event. We define

(5.36) Egood
def.
“ E1´9.

Notice that by (5.34), on the event Egood we have that

(5.37) Y `
T ´ Y ´

T “ 2`20g ą 0,

and also that

(5.38) @s P r0, s2s, η`
s |r´T,T s ě η´

s |r´T,T s,

which follows by (5.16), (5.9) and (5.5), provided that M ´ p6ν ` 1qs2 ě T . Finally, (5.32) and
the fact that on Egood, |Y ´

s1 | ď s1 (by (5.6) and (5.10)) imply that

(5.39) @s P rs3, T s, η`
s p¨ ` 2`20g q|r´T´2`20g ,T´2`20g s ě η´

s |r´T,T s.

• Scenario II: Neutral event. We define

(5.40) Eneutral
def.
“ pE1 X Ec

2 X E2,bisq Y
`

E1´3 X Ec
4´5 X E4,bis

˘

Y
`

E1´5 X Ec
6´7 X E6,bis

˘

.

Note that on Eneutral, (5.28)-(5.29), (5.18) and (5.13) imply that

Y `
T “ Y ´

T(5.41)

and (5.29), (5.28), (5.20), (5.18), (5.13), (5.10) and (5.6) imply that

(5.42) Y ´
t “ Y ´

t´1 `Apη´
t´1pY ´

t´1q, U
pY ´

t´1,t´1q
q, for all 1 ď t ď T.

From (5.27), (5.17), (5.16), (5.12), (5.9) and (5.5), we also have

(5.43) @s P r0, T s, η`
s |r´T,T s ě η´

s |r´T,T s,

provided that M ´ p6ν ` 1qT ě T .
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• Scenario III: Bad event. We finally define the event

Ebad
def.
“

`

Egood Y Eneutral
˘c

“ Ec
1 Y

`

E1 X Ec
2 X Ec

2,bis
˘

Y pE1´2 X Ec
3q Y

`

E1´3 X Ec
4´5 X Ec

4,bis
˘

Y
`

E1´5 X Ec
6´7 X Ec

6,bis
˘

Y
`

E1´7 X Ec
8´9

˘

.
(5.44)

In particular, (5.35), (5.30), (5.19), (5.14), and (5.7) yield

(5.45) Y `
T “ Y ´

T ´ 2T “ ´T on the event Ebad.

The next deterministic lemma is a restatement of (5.37), (5.41) and (5.45).

Lemma 5.1. The event Egood, Eneutral and Ebad defined in (5.34), (5.40) and (5.44), respectively, form a
partition of Ω such that

Y `
T “ Y ´

T ` 2`20g on Egood;(5.46)

Y `
T “ Y ´

T on Eneutral;(5.47)

Y `
T “ Y ´

T ´ 2T on Ebad.(5.48)

5.2. The coupling Q. We now aim to compare Y ˘ toXρ andXρ`ε, and to integrate over the dynamics
of the environments when started from a typical initial configuration. We will derive from this a bound
on the expected discrepancy between Y ` and Y ´, and thus on the one betweenXρ andXρ`ε. The main
result of this section is Lemma 5.2, which entails a coupling Q with these features. Lemma 5.2 is the
key ingredient in the proof of Proposition 3.4, which appears in the next subsection.

We will require the environments η` and η´ to have a typical initial configuration under Pρ`ε and
Pρ in the following sense. Recall that ρ P J and ε P p0, 1{100q have been fixed at the start of this section,
and that pρ` εq P J . ForM,L P N, we say that pη`

0 , η
´
0 q P Σ2 (recall that Σ “ pZ`qZ from Section 2.2)

is pM,Lq-balanced if all of the following occur:

(i) η`
0 pxq ě η´

0 pxq for all x P r´M,M s,

(ii) η`
0 prx, x` tplogLq2u ´ 1sq ě pρ` 99ε

100qtplogLq2u for all x P r´M,M ´ tplogLq2u ` 1s,

(iii) η´
0 prx, x` tplogLq2u ´ 1sq ď pρ` ε

100qtplogLq2u for all x P r´M,M ´ tplogLq2u ` 1s.

Lemma 5.2. There exists L2 “ L2pρ, ε, νq ě 1 such that for all L ě L2, the following holds. For
all M P r10pν ` 1qL, 20pν ` 1qLs and for every pM,Lq-balanced choice of pη`

0 , η
´
0 q, there exists a

coupling Q “ Q
pη`

0 ,η´
0 q

of pη`, η´, Uq with the following properties:

η´ „ Pη´
0 , η` „ Pη`

0 , and pUwqwPL are i.i.d. uniform variables on r0, 1s;(5.49)

There exist X˘ “ X˘pη˘, Uq such that X˘ „ Pη˘
0 and Q-a.s., the inequalities X´

T ď

Y ´
T and Y `

T ď X`
T hold, with Y ˘ “ Y ˘pη`, η´, Uq as in Section 5.1;

(5.50)

EQ “

Y `
T ´ Y ´

T

‰

ě exp
`

´ plogLq
1{20 ˘;(5.51)

Q pErestartq ě 1 ´ L´100, where

Erestart
def.
“ t@x P r´pM ´ p8ν ` 3qT q,M ´ p8ν ` 3qT s, η`

T px` Y `
T q ě η´

T px` Y ´
T qu.

(5.52)

Proof. Let L2 ě 1 to be chosen later, and L ě L2. Fix M P r10pν` 1qL, 20pν` 1qLs, and let pη`
0 , η

´
0 q

be pM,Lq-balanced. We construct the coupling Q below. We will then define X´ and X` such that
(5.50) is satisfied. To prove the main estimate (5.51), we will control the probabilities of the eventsEgood,
Eneutral andEbad emerging from the construction of Y ˘, and use Lemma 5.1. Finally, proving (5.52) will
require to bound the probability of losing the synchronisation of η` and η´ by time T .

We split the proof into five parts: the construction of Q and the proofs of (5.49)-(5.52).
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Part I: Construction of Q.

We will denote the natural filtration generated by the triplet pη`, η´, Uq by

(5.53) Ft “ σtpη`
t1 q0ďt1ďt, pη

´
t1 q0ďt1ďt, pUwqwPL,π2pwqďt´1u, for t ě 0.

Under Q, we first let U “ pUwqwPL be a collection of i.i.d. uniform random variables on r0, 1s. We now
define the coupling of η´ and η` under Q in such a way that given Ft, the evolution of pη˘

s qtďsďt`1

has the right marginal Pη˘
t (up to time one), cf. (P.1). Moreover, throughout the construction of Q,

i.e. from (5.55) to (5.69) below, we will in fact ensure that for all integer t P r0, T s, under Q,

(5.54) pUw : π2pwq “ tq is independent from Ft.

We now proceed to specify η˘ under Q, and refer again to Figure 5 for visual aid. On the time-interval
r0, s0s, we

(5.55) couple pη`, η´q as pη, η1q in (C.2.1) with η0 “ η`
0 , η1

0 “ η´
0 , H “ M , t “ s0 and k “ 1;

in particular, the domination η0|r´H,Hs ě η1
0|r´H,Hs required by (C.2.1) is ensured by the fact that

pη`
0 , η

´
0 q is pM,Lq-balanced; see item (i) in the corresponding definition above Lemma 5.2. Since

E1 P Fs0 by (5.5) and (5.53), we can observe at time s0 whether E1 occurred. Conditionally on Fs0 and
on Ec

1, during rs0, T s, we

(5.56) let η´ and η` evolve independently with respective marginals Pη´
s0 and Pη`

s0 .

Recalling the definition (5.8), we have that E2 P Fs0 . Conditionally on Fs0 and on E1 X Ec
2, we couple

pη`, η´q during the interval rs0, T s as

(5.57) pη, η1q in (C.2.1) with η0 “ η`
s0 , η1

0 “ η´
s0 , H “ M ´ 2νs0, t “ T ´ s0 and k “ 1.

On E1´2, note that |Y ´
s0 | ď s0 ă s1. Hence, as we now explain, during the time-interval rs0, s1s,

conditionally on Fs0 and on E1´2, we can

apply the coupling of (C.3) to ηtp¨q “ η`
s0`tp¨ ` Y ´

s0 q and η1
tp¨q “ η´

s0`tp¨ ` Y ´
s0 q, t ě 0,

with ` “ `g, H “ M ´ p2ν ` 1qs1, k “ ts1{`gu and x “ ` mod 2.
(5.58)

Note indeed that by (5.3) and (5.2), k ě `g ą 48ν´1pν ` logp40q ´ p˝p1 ´ p‚qν{2q for L large enough
and H “ M ´ p2ν ` 1qs1 ě 2νs1 ě 2νk`g “ 2ν`k for all L ě 3, as required in (C.3). Together with
the definition of E2 in (5.8), this allows us to apply the coupling of (C.3).

So far we have specified η˘ for all of r0, T s on Ec
1´2 and up to time s1 on E1´2. As we now briefly

elaborate, it is also plain from the construction above that the independence property postulated in (5.54)
holds for all t ď s1. This is a trivial matter for t ă s0 in view of (5.55), which does not involve U at all.
For s0 ď t ď s1, the only dependence on U arises through Y ´

s0 via E2 and (5.58). However, on account
of (5.6), (5.7), (5.10), (5.13) and (5.14), Y ´

s0 only relies on variables in U with time label at most s0 ´ 1,
whence the claim. In the sequel (more precisely, up to (5.69)), considerations along similar lines allow
to extend (5.54) to larger times t. These will not be made explicit.

Returning to the construction of Q, it remains to specify η˘ after time s1 on the event E1´2. Recall
that by (5.9) and (5.15), both E3 and E4 are in Fs1 . Over the time interval rs1, T s, conditionally on Fs1

and on E1´2 X Ec
3, we choose to

(5.59) let η´ and η` evolve independently with respective marginals Pη´
s1 and Pη`

s1 .

On the other hand, conditionally on Fs1 and on E1´3 X Ec
4, during rs1, T s, we

couple pη`, η´q as pη, η1q in (C.2.1),

with H “ M ´ p4ν ` 1qs1, t “ t “ T ´ s1, k “ 1.
(5.60)
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Conditionally on Fs1 and on E1´4, during the time-interval rs1, s2s, we

couple pη`, η´q as pη, η1q in (C.2.1),

with H “ M ´ p4ν ` 1qs1, t “ s2 ´ s1, k “ ts1{ps2 ´ s1qu.
(5.61)

Note that k ě 1 in (5.61) by (5.3) and since L ě L2 by assumption (upon possibly enlarging L2).
Moreover, note that the conditions on the environments at time s1 needed for (C.2.1) to apply in both
(5.60) and (5.61) are met owing to the occurrence of E3, see (5.9).

We still have to specify η˘ from time s2 onwards on the event E1´4. By definition (5.16), we have
that E5 P Fs2 . Hence, conditionally on Fs2 and on E1´4 X Ec

5, during rs2, T s, we

(5.62) let η´ and η` evolve independently with respective marginals Pη´
s2 and Pη`

s2 .

Using the definitions (5.21) and (5.24), we have that both E6 and E7 are in Fs2 . During rs2, T s, con-
ditionally on Fs2 and on E1´5 X Ec

6´7, observing that the defining features of E5 (see (5.16)) allow to
apply (C.2.1), we

(5.63) couple pη`, η´q as pη, η1q in (C.2.1) with H “ M ´ p6ν ` 1qs2, t “ T ´ s2 and k “ 1.

Conditionally on Fs2 and on E1´7, during rs2, s3s, as we now explain, we

couple pη`p¨ ` Y ´
s2 ` `20g q, η´p¨ ` Y ´

s2 ´ `20g qq as pη, η1q in (C.2.2)

with H “ 3pν ` 1qT , t “ s3 ´ s2 and pρ, εq “ pρ, εq.
(5.64)

Indeed, one checks that the conditions needed for (C.2.2) to apply are all satisfied on the event E7

whenever L2pρ, ε, νq is large enough. First, by choice of L2 and for all L ě L2, one readily ensures
(recall (5.2)-(5.3)) that all of 3pν`1qT ą 4νps3 ´s2q, ν8ps3 ´s2q ą 1 and νps3 ´s2q1{4 ą C4ε

´2p1`

| log3pνps3 ´ s2qq|q hold. Moreover, the conditions on the empirical densities of η0 and η1
0 appearing

above (3.4) hold by definition of E7 at (5.24), since tps3 ´ s2q1{4u ě `2g by (5.3). Note that the relevant
intervals I in the context of (C.2.2), which have length t`{2u ď |I| ď ` with ` “ tps3 ´ s2q1{4u, may in
practice be much larger than those appearing in the definition of E7, but they can be paved by disjoint
contiguous intervals as enteringE7. The required controls on the corresponding empirical densities η0pIq

and η1
0pIq are thus inherited from those defining E7. Similar considerations also apply below (whenever

either of (C.2.2) or (C.2) are used).
It remains to specify η˘ on the event E1´7 for the time interval rs3, T s. We now define an addi-

tional event whose realisation will allow us to couple η˘ on the whole window of width order M at
time T , regardless of whether the coupling at (5.64) succeeds or not; here, by “succeed” we mean that
the (high-probability) event appearing in (3.4) is realized. The following will play a key role when
establishing (5.52). We set

(5.65) E10
def.
“

"

@I Ď r´M ` 2νs3,M ´ 2νs3s with ttplogLq2u{2u ď |I| ď tplogLq2u,
η´
s3pIq ď pρ` ε{4q|I| and η`

s3pIq ě pρ` 3ε{4q|I|

*

.

The event E10 above and E8 defined in (5.31) are both Fs3-measurable. Conditionally on Fs3 and on
E1´8 X E10, during rs3, T s, we couple

pη`p¨ ` Y ´
s1 ` `20g q, η´p¨ ` Y ´

s1 ´ `20g qq as in (C.2) with H1 “ 2pν ` 1qT,

H2 “ M ´ 2νs3 ´ s1, t “ T ´ s3, ` “ `
1{200
G and pρ, εq “ pρ, εq.

(5.66)

To this effect, we verify that for L large enough, by (5.3), (5.2) and since M ě 10pν ` 1qL, we indeed
have that mintH1,H2 ´ H1 ´ 1u ą 10νt ą 4ν`100 ą C2, ν` ą C2ε

´2p1 ` | log3pν`4q|q and ` ą

80νε´1 ` ν´2. Also, the domination on r´H1,H1s and the empirical density condition are respectively
guaranteed by definition of E8 at (5.31) and E10 at (5.65).
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If E8 does not occur (hence we temporarily lose the domination of η´ by η`) but E10 does, we pro-
ceed to what was referred to as the parachute coupling in Section 1.3, in order to recover this domination
by time T . Precisely, conditionally on Fs3 and on E1´7 X Ec

8 X E10, we

couple pη`p¨ ´ T q, η´p¨ ` T qq as pη, η1q in (C.2.2)

with H “ M ´ T ´ 2νs3, t “ T ´ s3 and pρ, εq “ pρ, εq.
(5.67)

One checks indeed that the conditions of (C.2.2) hold, since for L large enough (recalling (5.3) and (5.2))
we have that H ą 4νt,ν8t ą 1, νt1{4 ą C4ε

´2p1 ` | log3pνtq|q and t1{4 ą tplogLq2u, so that on E10

the condition on the empirical density holds.
The remaining cases are straightforward to specify. Conditionally on Fs3 , on E1´8 X Ec

10, we

couple pη`p¨ ` Y ´
s1 ` `20g q, η´p¨ ` Y ´

s1 ´ `20g qq as in (C.2.1)

with H “ 2pν ` 1qT ´ `20g , t “ T ´ s3, and k “ 1.
(5.68)

Finally, conditionally on Fs3 and on E1´7 X Ec
8 X Ec

10, during rs3, T s, we

(5.69) let η´ and η` evolve independently with respective marginals Pη´
s3 and Pη`

s3 .

We have now fully defined the measure Q and with it the triplet pη`, η´, Uq (in the time interval r0, T s).
The task is now to verify that with these choices, all of (5.49)-(5.52) hold. For concreteness we extend
all three processes pη`, η´, Uq independently at times t ą T , using the Markov property at time T for
η˘. These extensions will de facto play no role because all of (5.50)-(5.52) only concern matters up to
time T.

Part II: Proof of (5.49).

The fact that U has the desired law is immediate, see below (5.53). We proceed to show that η´ „

Pη´
0 . Since the construction of η´ only consists of successive couplings at times 0, s0, s1, s2 and s3

where the marginals have the desired distributions (recall (C.2), (C.2.1), (C.2.2) and (C.3)), by virtue of
the Markov property (P.1), it is enough to check that the events deciding which coupling to apply at time
si are Fsi-measurable for i P t0, 1, 2, 3u, which we already did at (5.56)-(5.64), (5.66), (5.67), (5.68)
and (5.69). Therefore, η´ „ Pη´

0 . In the same way we deduce that η` „ Pη`
0 .

Part III: Proof of (5.50).

We now use pη`, η´, Uq to construct explicit functions X` “ X`pη`, Uq and X´ “ X´pη´, Uq

with the correct marginal laws X˘ „ Pη˘
0 . The case of X´ is easily dispensed with: we define X´ as

in (2.5) and (2.6) with pη´, Uq instead of pη, Uq. Since we have already established that η´ „ Pη´
0 as

part of (5.49), it follows using (5.54) and Lemma 2.1 that X´ „ Pη´
0 .

As for X`, we also define it via (2.5) and (2.6) using the construction specified around (2.7), replac-
ing pη, Uq by pη`, U`q where U` is defined as follows: for all w P L with π2pwq ď s3 ´ 1, U`

w “ Uw,
and for all w P L with π2pwq ě s3,

(5.70) U`
w “

#

Uw´p2`20g ,0q on E1´8,

Uw on Ec
1´8.

Recalling that E1´8 P Fs3 , and hence is independent of pUw;w P L, π2pwq ě s3q, it follows that
X` „ Pη`

0 again by combining the established fact that η` „ Pη`
0 and (5.54). The rationale behind

(5.70) will become clear momentarily.
We show that X˘ as defined above satisfy Y ´

T ě X´
T and Y `

T ě X`
T Q-a.s. To this end, note first

that on Ebad and by (5.45), Y ´
T “ T and Y `

T “ ´T , hence Q-a.s. on Ebad we have using the trivial
bounds X˘

T P r´T, T s that X´
T ď Y ´

T and Y `
T ď X`

T .
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Second, on Eneutral and by (5.42), under Q, the process pY ´
t : 0 ď t ď T q simply follows the

environment pη´, Uq as per (2.5) and (2.6), and so does pX´
t : 0 ď t ď T q by above definition of X´.

Hence Y ´
T “ X´

T . Moreover, sinceEneutral Ă Ec
1´8 by (5.40), the process pX`

t : 0 ď t ď T q follows the
environment pη`, Uq by (5.70). By Lemma 2.2 applied with pX, rXq “ pY ´, X`q, pη, rηq “ pη´, η`q

and K “ r´T, T s ˆ r0, T s, recalling (5.43), we get that X`
T ě Y ´

T . Using (5.41), we finally obtain
X`

T ě Y `
T “ Y ´

T “ X´
T Q-a.s. on Eneutral.

Third, on Egood Ă E1´6, the process pY ´
t : 0 ď t ď s2q follows the environment pη´, Uq

by (5.6), (5.10) and (5.20), as is the case of X´, so that X´
s2 “ Y ´

s2 . Then by (5.25) we have that
Y ´
s3 “ Y ´

s2 ` ps3 ´ s2q which guarantees that X´
s3 ď Y ´

s3 . From time s3 to time T , X´ and Y ´

follow the same environment pη´, Uq by (5.33) and thus, by Lemma 2.2 with pX, rXq “ pY ´, X´q,
pη, rηq “ pη´, η´q and K “ Z ˆ rs3, T s, we have that X´

T ď Y ´
T .

Similarly for X` and Y `, on Egood Ă E1´3, during r0, s1s the process X` follows the environ-
ment pη`, Uq while Y ` follows pη´, Uq by (5.6), (5.10). By (5.38) we can apply Lemma 2.2 with
pX, rXq “ pY `, X`q, pη, rηq “ pη´, η`q and K “ r´T, T s ˆ r0, s1s to deduce that Y `

s1 ď X`
s1 .

Then during rs1, s2s, both Y ` and X` follow pη`, Uq (recall (5.20), and that Egood Ă E1´5). Thus
Lemma 2.2 with pX, rXq “ pY `, X`q, pη, rηq “ pη`, η`q and K “ Zˆ rs1, s2s ensures that Y `

s2 ď X`
s2

Q-a.s. on Egood. Next, (5.25), which holds on E1´7 Ą Egood, implies that Y `
s3 ď X`

s3 , given that X`

only takes nearest-neighbour steps. Finally, since Egood Ă E1´9, from time s3 to T , both Y ` and X`

follow the environment pη`, U`q, where U` is as in (5.70) (recall (5.33); this explains the choice in
(5.70)). Applying Lemma 2.2 with pX, rXq “ pY `, X`q, pη, rηq “ pη`, η`q and K “ Z ˆ rs3, T s

therefore yields Y `
T ď X`

T on Egood. This concludes the proof of (5.50).

Part IV: Proof of (5.51).

By Lemma 5.1, we have that

(5.71) EQrY `
T ´ Y ´

T s “ 2`20g QpEgoodq ´ 2TQpEbadq.

Recalling the definitions of Egood and Ebad from (5.36) and (5.44), as well as (5.2) and (5.3), it is thus
enough to show that

(5.72) pQpEgoodq “q QpE1´9q ě expp´`22g q

and

(5.73) S
def.
“ QpEc

1q ` QpE1 X Ec
2 X Ec

2,bisq ` QpE1´2 X Ec
3q ` QpE1´3 X Ec

4,5 X Ec
4,bisq

` QpE1´5 X Ec
6´7 X Ec

6,bisq ` QpE1´7 X Ec
8´9q ď QpE1´9q{p10T q.

Proof of (5.72). Recall E1 from (5.5). By (5.55) and (3.3), which is in force, we get

(5.74) QpEc
1q ď 20 expp´νs0{4q ď expp´`10

5

g q,

the last inequality being true for L large enough by (5.3) and (5.2). Next, recalling (5.8), that 4s0 ą

s0 ` 3`g by (5.3) and that ε ă 1{100, and using that |Y ´
s0 | ď s0, we note that

Ec
2 Ď

ď

xPr´4s0`1,4s0s,
t`g{2uď`1ď`g

tη´prx, x` `1 ´ 1sq ď pρ` ε{2q`1 ă η`prx, x` `1 ´ 1sq ď pρ` 2εq`1uc.
(5.75)

We note in passing that we cannot locate precisely Y ´
s0 without (possibly heavily) conditioning the

evolution of η´ on r0, s0s. By (C.1) applied with either pη0, ρ, εq “ pη´
0 , ρ, ε{20q or pη0, ρ, εq “

pη´
0 , ρ ` ε, ε{20q, both times with p`,H, tq “ ptlog2 Lu, p4ν ` 8qs0, s0q and `1 ranging from t`g{2u

to `g we have by a union bound on x and `1:

(5.76) QpEc
2q ď p2 ˆ 8s0 ˆ `gq4p4ν ` 8qs0 expp´c2ε

2t`g{2u{400q ď 1{4,
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the last inequality holding for L large enough by (5.2) and (5.3). Note that we can indeed apply (C.1)
since pη`

0 , η
´
0 q is pM,Lq-balanced (see items (ii) and (iii) above Lemma 5.2), and M ą p4ν ` 8qs0 ą

4νs0 ą C1ε
´2tplogLq2u2p1 ` | log3pνs0q|q and `g ď

?
s0 for L large enough.

Next, we aim to derive a suitable deterministic lower bound on QpE3´4 |Fs0q, on the event E1´2,
which is Fs0-measurable. We aim to apply (C.3), cf. (5.58), and dealing with E3 is straightforward, see
(3.6), but E4 requires a small amount of work, cf. (3.5) and (5.15). To this effect, we first observe that
under Q, with η, η1 as defined in (5.58), one has the inclusions

(5.77) E1´4
(5.11),(5.15)

Ą tη`
s1pY ´

s1 q ě 1, η´
s1pY ´

s1 q “ 0u X E1´3

Ą tη`pxq ě 1, η1
`pxq “ 0u X tY ´

s1 ´ Y ´
s0 “ xu X E1´3,

where ` “ `g “ s1´s0 and x “ ` mod 2 on account of (5.58) and (5.3). Now recalling that the evolution
of Y ´ on the time interval rs0, s1s follows (5.10) on E1´3, and in view of (2.5), one readily deduces that
the event tY ´

s1 ´ Y ´
s0 “ xu is implied by the event E1´3 X F , where F refers to the joint occurrence of

tU
pY ´

s0
,s0`nq

ă p˝u for even integer n satisfying 0 ď n ď ` ´ 1 and tU
pY ´

s0
,s0`nq

ą p‚u for odd integer
n satisfying 0 ď n ď `´ 1. (Observe indeed that, if ` is odd, whence x “ 1, there will be one more step
to the right than to the left in the resulting trajectory for Y `). Feeding this into (5.77), applying a union
bound, using (3.6) and (3.5) (which are in force on account of (5.58)), it follows that on E1´2,

QpE3´4 |Fs0q ě Qptη`pxq ě 1, η1
`pxq “ 0u X F |Fs0q ´ δ1 ě 2δpp˝p1 ´ p‚qq` ´ δ1 ě δ1

(see above (C.3) regarding δ and δ1); in the penultimate step above, we have also used that, conditionally
on F0, the events tη`pxq ě 1, η1

`pxq “ 0u and F are independent. Combining this with (5.74) and (5.76),
we deduce that for L large enough, using (5.2),

(5.78) QpE1´4q ě 3δ1{4 ´ 20e´`10
5

g ě δ1{2.

Next, recalling the definition (5.16) of E5 and that E1´4 P Fs1 , by (5.61) and the bound given in
(C.2.1), we have that, Q-a.s. on E1´4,

(5.79) QpEc
5 |Fs1q ď 20 expp´ts1{ps2 ´ s1qups2 ´ s1qν4 q ď expp´ν

4 `Gq ď exp
`

´ ν
8 `

106

g

˘

,

for all L large enough by (5.3).
We will return to E6 momentarily and first consider E7. To compute the probability of Ec

7, we take
a union bound over `1 such that t`2g{2u ď `1 ď `2g, use the definition (5.24) and the fact that pη´

0 , η
`
0 q

is pM,Lq-balanced in order to apply (C.1) twice, once for η´ and once for η`, choosing in both cases
p`,H, tq “ ptplogLq2u, 38pν ` 1q`G, s2q and, for η´, with pη0, ρ, εq “ pη´

0 , ρ, ε{100q and, for η`,
with pη0, ρ, εq “ pη`

0 , ρ ` ε, ε{100q. Note that for L large enough by (5.3) and (5.2), we have indeed
M ą H ą 4νt ą C1`

2ε´2p1 ` | log3pνtq|q and `1 ď `2g ď
?
t, as required in (C.1). We thus obtain that

(5.80) QpEc
7q ď 400pν ` 1q`2g`G expp´c2ε

2t
`2g
2 u{104q ď exp

`

´ c2ε2

105
`2g
˘

,

where the last inequality holds for L large enough (depending on ν, ρ and ε). Putting (5.78), (5.79) and
(5.80) together and taking L (hence `g) large enough, it follows that

(5.81) QpE1´5 X E7q ě QpE1´5q ´ QpEc
7q ě δ1{4.

ConcerningE6, we first observe that under Q, the field pUw : s1 ď π2pwq ď s2q is independent from
the σ-algebra generated by Fs1 and pη˘

t qs1ďtďs2 ; this can be seen by direct inspection of the coupling
construction until time s2, paying particular attention (with regards to the evolution of η˘ during rs1, s2s)
to (5.59), (5.60), (5.61) (and (5.56)), which all involve only either i) trivial couplings or ii) couplings
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relying on (C.2.1). In particular these couplings do not involve U at all. Using the previous observation
and recalling (5.21)-(5.22), it follows that Q-a.s.,

(5.82) Q
`

E6|Fs1 , pη
˘
t qs1ďtďs2

˘

“ pp‚ ´ p˝q pp˝p1 ´ p‚qq
s2´s1´1

ě pp‚ ´ p˝q pp˝p1 ´ p‚qq
2`20g .

Next, observe that E1´5 and E7 are measurable with respect to the σ -algebra generated by Fs1 and
pη˘

t qs1ďtďs2 owing to (5.5), (5.8), (5.9), (5.15), (5.16) and (5.24). Combining this with (5.81), and
recalling the value of δ1 from (C.3), we obtain that

QpE1´7q ě pp˝p1 ´ p‚qq
2`20g δ1{4 ě pp˝p1 ´ p‚qq

3`20g ě expp´`21g q,(5.83)

where, in the last two inequalities, we took L (hence `g) large enough.
Recalling E8 from (5.31) along with the coupling defined in (5.64) and using that E1´7 P Fs2 , we

can apply (C.2.2), and obtain that, Q-a.s. on E1´7, for large enough L (owing to (5.3) and (5.2)),

Q pEc
8|Fs2q ď C3 ˆ 3pν ` 1qT ps3 ´ s2q exp

`

´ pC3p1 ` ν´1qq´1ε2ps3 ´ s2q1{4
˘

ď exp
`

´`4g
˘

,

which implies that

(5.84) Q pEc
8|E1´7q ď exp

`

´`4g
˘

.

Next, we control the probability of E10 defined at (5.65). To do so, we take a union bound over `1 P

rttplogLq2u{2u, tplogLq2us and, using that pη´
0 , η

`
0 q is pM,Lq-balanced, we apply (C.1) twice for any

fixed `1 in this interval: once with pη0, ρ, εq “ pη´
0 , ρ, ε{20q, once with pη0, ρ, εq “ pη`

0 , ρ ` ε, ε{20q

and both times with p`,H, tq “ ptplogLq2u,M, s3q. Note once again that for L large enough by (5.3)
and (5.2), we have M ą H ą 4νt ą C1`

2ε´2p1 ` | log3pνtq|q and `1 ď `2g ď
?
t, as required for (C.1)

to apply. This yields, applying a union bound over the values of `1, that for large enough L (recalling that
M ď 20pν ` 1qL),

(5.85) QpEc
10q ď 8M tplogLq2u exp

`

´c2ε
2tlog2 Lu{400

˘

ď expp´`1500g q.

Finally, recalling the coupling (5.66) (together with (5.31), (5.32) and (5.65)), we have by (C.2), more
precisely by (3.1), for large enough L,

(5.86) QpEc
9 |E1´8 X E10q ď 20T expp´νpT ´ s3q{4q ď expp´`10

5

g q.

Putting together (5.83), (5.84), (5.85) and (5.86), we obtain (5.72), as desired.

Proof of (5.73). We bound individually the six terms comprising S on the left-hand side of (5.73). The
first of these is already controlled by (5.74). Recall the coupling defined in (5.57) together with the
definitions of E1, E2 and E2,bis in (5.5), (5.8) and (5.12). Observe that by (5.57) and (C.2.1), we have
Q-a.s. on E1 X Ec

2 that QpEc
2,bis|Fs0q ď 20 expp´νpT ´ s0q{4q. Hence for large enough L, by (5.3)

and (5.2), this yields

(5.87) QpE1 X Ec
2 X Ec

2,bisq ď expp´`10
5

g q.

Recall now the coupling (5.58) and the definition (5.9) of E3. By (3.6) which is in force, we have

(5.88) QpE1´2 X Ec
3q ď 20 exp p´ν`gts1{`gu{4q ď expp´`10

5

g q,

for L large enough due to (5.3) and (5.2). Next, remark that

(5.89) E1´3 X Ec
4´5 X Ec

4,bis Ď tE1´4 X Ec
5u Y tE1´3 X Ec

4 X Ec
4,bisu.

On one hand, by (5.61) and (C.2.1) (recalling (5.16)) we have

(5.90) QpE1´4 X Ec
5q ď 20 exp p´νps2 ´ s1qts1{ps2 ´ s1qu{4q .
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On the other hand, by (5.60) and (C.2.1) (recalling (5.17)), we have

(5.91) QpE1´3 X Ec
4 X Ec

4,bisq ď 20 exp p´νpT ´ s1q{4q

Together, (5.89), (5.90) and (5.91) yield that

(5.92) QpE1´3 X Ec
4´5 X Ec

4,bisq ď expp´`10
5

g q,

for L large enough, again via (5.3) and (5.2). Similarly, by (5.63), (C.2.1) and (5.27), for L large enough
we have that

(5.93) QpE1´5 X Ec
6´7 X Ec

6,bisq ď expp´`10
5

g q.

In view of (5.73), putting together (5.74), (5.87), (5.88), (5.92) and (5.93) yields that

(5.94) S ď QpE1´7 X Ec
8´9q ` 5 expp´`10

5

g q.

By (5.72), which has been already established, we know that 5 expp´`10
5

g q ď QpE1´9q{p20T q for L
large enough by (5.2). Hence, in order to conclude the proof, it is enough to show that QpE1´7XEc

8´9q ď

QpE1´9q{p20T q, or equivalently that

(5.95) QpE8´9 |E1´7q ě 1 ´ p20T q´1.

Indeed,

QpE8´9 |E1´7q “ QpE8 |E1´7qQpE9 |E1´8q “ QpE8 |E1´7qQpE1´9 |E1´8XE10q
QpE1´8 X E10q

QpE1´8q

ě QpE8 |E1´7qQpE1´9 |E1´8 X E10q

ˆ

1 ´
QpEc

10q

QpE1´9q

˙

ě
`

1 ´ expp´`4gq
˘

´

1 ´ expp´`10
5

g q

¯

`

1 ´ expp´`1500g q expp`22g q
˘

,

by virtue of (5.84), (5.86), (5.85) and (5.72) in the last line. For large enough L (recalling (5.3) and (5.2)),
this readily yields (5.95) and concludes the proof of (5.73).

Part V: Proof of (5.52).

Recall the event Erestart from (5.52). The proof of (5.52) is relatively straightforward at this point,
we just need to keep careful track of those events in the above construction that can force us out of the
event Erestart; this is key to get the rapid decay in (5.52). First note that Eneutral Ď E2,bis YE4,bis YE6,bis
by (5.40), so that by (5.12), (5.17), (5.27) and (5.47) (and using that |Y ˘

T | ď T along with (5.2)), Erestart
holds on Eneutral for large enough L (tacitly assumed in the sequel), hence Ec

restart can only happen on
Egood Y Ebad. As we now explain, looking at the decomposition of Egood and Ebad at (5.36) and (5.44),
and inspecting closely the construction η˘ (and Y ˘), especially in Part I of the proof, starting with the
paragraph of (5.65) until (5.69), one notices that Ec

restart can in fact only happen:

(i) on all but the last event (i.e. all but E1´7 X Ec
8´9) defining Ebad at (5.44), or

(ii) on E1´7 X Ec
10 (see (5.65)), or

(iii) on E1´7 X Ec
8 X E10 if the coupling (C.2.2) applied at (5.67) fails, i.e. if the event

(5.96) E11
def.
“

 

η`
T p¨ ´ T q|r´M`T`4νT,M´T´4νT s ě η´

T p¨ ` T q|r´M`T`4νT,M´T´4νT s

(

(cf. (3.4)) does not occur, or

(iv) on E1´8 X Ec
9 X E10, or
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(v) on E1´10 if the coupling (C.2) (more precisely (3.2)) applied at (5.66) fails, i.e. if the event

(5.97) E12
def.
“

 

η`
T p¨ ` Y ´

s1 ` `20g q|I ě η´
T p¨ ` Y ´

s1 ´ `20g q|I
(

with I “ r´M ` T ` 6νT,M ´ T ´ 6νT s does not occur.

We now detail how the cases (i)-(v) arise. First note that, since Erestart Ă pEbad Y Egoodq as established
above, and since Egood “ E1´9 by definition (see (5.36)), after discarding item (i) from the above list it
only remains to investigate matters on the event E1´7, and the cases considered in items (ii)-(v) indeed
form a partition of this event, save for the additional specifications (“if the coupling...”) in items (iii) and
(v), which we now discuss. For item (iii), note indeed that if E1´7 XEc

8 XE10 Ď Ebad holds (see (5.44))
then Y `

T “ Y ´
T ´ 2T by Lemma 5.1, and that since |Y ´

T | ď T , if in addition E11 holds then so does
Erestart in view of (5.52). Similarly, regarding item (v), we have by (5.36) that E1´10 Ď Egood so that if
E1´10 holds, rY `

T “ Y ´
T ` 2`20g by Lemma 5.1. Since |Y ´

T ´ pY ´
s1 ´ `20g q| ď T ´ s1 ` `20g ď T , if in

addition E12 occurs then Erestart occurs as well.
Combining items (i)-(v) above and recalling (5.44) in the context of item (i), by a union bound we

have that

QpEc
restartq ď QpEc

1q ` QpE1 X Ec
2 X Ec

2,bisq

` QpE1´2 X Ec
3q ` QpE1´3 X Ec

4,5 X Ec
4,bisq ` QpE1´5 X Ec

6´7 X Ec
6,bisq ` QpEc

10q

` QpE1´8 X Ec
9 X E10q ` QpE1´7 X Ec

8 X E10 X Ec
11q ` QpE1´8 X E10 X Ec

12q.

By (5.74), (5.85), (5.86), (5.87), (5.88), (5.92) and (5.93), for large enough L we obtain that

(5.98) QpEc
restartq ď 7 expp´`1500g q `QpE1´7 X E10 X Ec

8 X Ec
11q ` QpE1´8 X E10 X Ec

12q.

As to the last two terms in (5.98), using the coupling defined in (5.67) and (C.2.2), we get

(5.99) QpEc
11 |E1´7 X Ec

8 X E10q ď C3TM exp
`

´ pC3p1 ` ν´1qq´1ε2pT ´ s3q1{4
˘

ď C32`
106

g ¨ 20pν ` 1qL ¨ exp
`

´ pC3p1 ` ν´1qq´1ε2`2¨105

g

˘

ď exp
`

´ `10
5

g

˘

,

where we used (5.2)-(5.3), the fact that M ď 20pν ` 1qL and took L large enough. Similarly, using the
coupling defined in (5.66) and (C.2) (more precisely (3.2)), we obtain that

(5.100) QpEc
12 |E1´8 X E10q ď 5C3`

1{20
G M exp

`

´ pC3p1 ` ν´1qq´1ε2`
1{100
G

˘

ď expp´`2¨103

g q.

Finally, putting (5.98), (5.99) and (5.100) together, and using (5.2) with L large enough, leads to
QpEc

restartq ď L´100. This concludes the proof of (5.52) and thus of Lemma 5.2, taking L2 large enough
so that (5.58)-(5.100) (which represent a finite number of constraints) hold.

Remark 5.3. In the coupling Q constructed in Lemma 5.2, U is a priori not independent from pη`, η´q;
for instance a synchronous evolution of η`p¨ ` 2`20g q and η´ after s3 could indicate that E6, which
depends on U during rs1, s2s, has happened.

5.3. Proof of Proposition 3.4. Let L ě 1 be an integer satisfying L ě L2pρ, ε, νq, where L2 is given
by Lemma 5.2. Let k :“ tL{T u, with T as defined in (5.2). We start with a brief overview of the proof.
To deduce (3.16), we will couple two walks pX` „ Pρ`ε and pX´ „ Pρ on the time interval r0, iT s,
1 ď i ď k, recursively in i. The processes pX˘ will be specified in terms of associated environments
pη` „ Pρ`ε, pη´ „ Pρ, and an i.i.d. array pU “ ppUwqwPL using Lemma 5.2 repeatedly, cf. (5.49)-(5.50).
We will denote pQ the associated coupling measure defined below, which will also comprise associated
auxiliary walks pY ˘ that will be defined using the construction of Y ˘ in Section 5.1, iterated over i and
allow to keep control on the gap between pX` and pX´ via a combination of (5.50)-(5.51). The very
possibility of iteration is guaranteed by the high-probability event Erestart in (5.52).
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We now proceed to make the above precise. For later reference we setMi “ 20pν`1qL´p8ν`3qi,
for i P t0, . . . , k ´ 1u. We further recall the filtration Ft defined in (5.53) and write pFt below when
adding hats to all processes involved. Finally, for all i P t0, . . . , k ´ 1u, let

(5.101) Bi
def.
“

i
č

j“0

!

ppη`
jT p¨ ` pY `

jT q, pη´
jT p¨ ` pY ´

jT q is pMj , Lq-balanced
)

(see items (i)-(iii) above Lemma 5.2 for notation).
By successive extensions of pQ, we will construct a coupling such that the following hold for all

L ě L2 (as supplied by Lemma 5.2) and i P t0, . . . , ku:

(pQ-1) The processes ppη`
t , pη

´
t q0ďtďiT , ppUwqwPL,π2pwqďiT´1 (absent when i “ 0) and p pX˘

t q0ďtďiT are
defined under pQ with the correct marginal laws. That is, pη`

0 „ µρ`ε, pη´
0 „ µρ and ppη˘

t q0ătďiT

has the same law as (the restriction to r0, iT s) of η˘ under Ppη˘
0 . Moreover, ppUwqwPL,π2pwqďiT´1

are i.i.d. uniform variables on r0, 1s, and given pη˘
0 , p pX˘

t q0ďtďiT is pFiT -measurable and has the
law of (the restriction to r0, iT s of) X˘ under Ppη˘

0 .

(pQ-2) The processes ppY ˘
t q0ďtďiT are pFiT -measurable and pX´

iT ď pY ´
iT and pX`

iT ě pY `
iT hold pQ-a.s.

(pQ-3) pY `
0 “ pY ´

0 “ 0, and if i ě 1, with Bi as in (5.101),

(5.102) EpQ
”

`

pY `
iT ´ pY `

pi´1qT

˘

´
`

pY ´
iT ´ pY ´

pi´1qT

˘

ˇ

ˇ

ˇ

pFpi´1qT

ı

1Bi´1 ě expp´plogLq1{20q.

(pQ-4) pQpBc
0q “ 0 and if i ě 1, pQpBc

i |Bi´1q ď L´100.

For i “ 0, we simply couple under pQ two configurations pη`
0 „ µρ`ε and pη´

0 „ µρ such that
a.s. pη`

0 pxq ě pη´
0 pxq for all x P Z, which we can do with probability one by (P.3). We set pX`

0 “ pX´
0 “

pY `
0 “ pY ´

0 “ 0. Thus (pQ-1) and (pQ-2) are satisfied, and (pQ-3) is trivial. Finally pQpBc
0q “ 0 since pη˘

0

are in particular pM0, Lq-balanced, whence (pQ-4) holds.
Assume by induction that for some i P t0, . . . , k ´ 1u, we have constructed a coupling pQ with the

above properties. We now proceed to extend pQ so as to have (pQ-1)-(pQ-4) with pi ` 1q in place of i.
We first specify matters on the event Bc

i . Conditionally on pFiT , if Bc
i occurs, we let pη`

t and pη´
t evolve

independently for iT ă t ď pi`1qT according to Ppη`
iT and Ppη´

iT respectively, and independently of this,
we choose pUw as uniform random variables on r0, 1s in an i.i.d. manner, for w such that iT ď π2pwq ď

pi ` 1qT ´ 1. On Bc
i , we further let pY `

iT`t “ pY `
iT ´ t and pY ´

iT`t “ pY ´
iT ` t, for all 0 ă t ď T and

pX˘
t qiTďtďpi`1qT evolve as in (2.5) and (2.6) with pη˘, Uq instead of pη, Uq. With these choices it is clear

that the inequalities in (pQ-2) hold on Bc
i , since for instance pY `

pi`1qT ď pY `
iT ´ T ď X`

iT ´ T ď X`

pi`1qT

pQ-a.s., using the induction hypothesis and the fact that increments of X` are bounded from below by
´1. The inequality pX´

pi`1qT ď pY ´

pi`1qT is derived similarly.

We now turn to the case that Bi occurs, which brings into play Lemma 5.2. Conditionally on pFiT

and on the event Bi, we couple px, tq ÞÑ pη`
iT`tpx ` pY `

iT q and px, tq ÞÑ pη´
iT`tpx ` pY ´

iT q for x P Z and
t P r0, iT s, as well as ppUw`p0,iT q : w P L, π2pwq ď T ´ 1q following the coupling of pη`, η´, Uq

provided by Lemma 5.2, with the choice M “ Mj . The requirement of pM,Lq-balancedness of the
initial condition needed for Lemma 5.2 to apply is precisely provided by Bi, cf. (5.101).

Combining (5.49), the Markov property (P.1) applied at time iT , and in view of the choices made
onBc

i , it readily follows that the processes ppη`
t , pη

´
t q0ďtďpi`1qT , ppUwqwPL,π2pwqďpi`1qT´1 thereby defined

have the marginal laws prescribed in (pQ-1). Moreover, by above application of Lemma 5.2, the processes
X˘ and Y ˘ satisfying all of (5.50)-(5.52) are declared. Thus, setting

pX˘
iT`t “ pX˘

iT `X˘
t ,

pY ˘
iT`t “ pY ˘

iT ` Y ˘
t , for all 0 ď t ď T ,(5.103)

40



it readily follows, combining (5.103) and the induction assumption on the law of ppη˘
t q0ďtďiT , p pX˘

t q0ďtďiT ,
combined with the Markov property (P.1) and that of the quenched law, that p pX˘

t q0ďtďpi`1qT declared
by (5.103) has the desired marginal law, thus completing the verification of (pQ-1) with pi ` 1q in place
of i. Next, we show (pQ-3) and (pQ-4), before returning to (pQ-2). Since pY ˘

pi`1qT ´ pY ˘
iT “ Y ˘

T by (5.103),

the inequality (5.102) with pi ` 1q in place of i is an immediate consequence of (5.51). Hence (pQ-3)
holds. Finally, by construction of the coupling extension on the event Bi, which uses Lemma 5.2, and
in view of (5.103) and (5.101), the failure of Bi`1 on the event Bi amounts to the failure of Erestart in
(5.52), from which (pQ-4) follows with pi` 1q in place of i.

It remains to show that (pQ-2) holds with pi ` 1q in place of i. To this effect, we introduce two
auxiliary processes p pZ˘

t q0ďtďpi`1qT , defined as

(5.104) pZ˘
t “

#

pY ˘
t , if 0 ď t ď iT,
pY ˘
iT `X˘

t , if 0 ă t ď T.

Combining the induction assumption (pQ-2), the definition of pY ˘
t and pZ˘

t in (5.103) and (5.104) (the
latter implying in particular that pZ˘

iT “ pY ˘
iT ), one readily deduces from property (5.50) the pQ-almost

sure inequalities

(5.105) pZ´

pi`1qT ď pY ´

pi`1qT and pY `

pi`1qT ď pZ`

pi`1qT .

To deduce from this the analogous inequalities with pX in place of pZ, we apply Lemma 2.2, with
pX, rXq “ p pZ`, pX`q, η “ rη “ η` (whence (2.11) plainly holds), π1pw1q “ pZ`

iT “ pY `
iT , π1pwq “ pX`

iT ,
π2pwq “ π2pw1q and K “ Z ˆ riT, pi ` 1qT s to deduce that pZ`

pi`1qT ď pX`

pi`1qT holds pQ-a.s. Note that
the condition π1pw1q ď π1pwq necessary for Lemma 2.2 to apply is in force by induction hypothesis in
(pQ-2). Together with (5.105), this yields one of the desired inequalities in (pQ-2) with i` 1 in place of i.
The other one is obtained in a similar way using Lemma 2.2. This completes the proof of the induction
step.

We now use the coupling pQ, which satisfies (pQ-1)-(pQ-4) for all 0 ď i ď k (and L ě L2), to
complete the proof of (3.16). To this end, we first extend the laws of pX˘

t to all t ą kT using the
Markov property, by sampling pX˘

kT`¨
independently conditionally on pFkT . In particular, recalling that

k “ tL{T u, this implies that pX˘
L is declared under pQ. We thus proceed to derive a suitable lower bound

on EpQr pX`
L ´ pX´

L s, which is well-defined, and from which (3.16) will follow.
Using that | pX˘

n`1 ´ pX˘
n | ď 1 for any n ě 0, we obtain (with k “ tL{T u) that

(5.106) EpQr pX`
L ´ pX´

L s ` 2T ě EpQr pX`
L ´ pX´

L s ` 2pL´ kT q ě EpQ“
pX`
kT ´ pX´

kT

‰

(pQ-2)
ě EpQ“

pY `
kT ´ pY ´

kT

‰

ě
ÿ

1ďiďk

EpQ
”

`

pY `
iT ´ pY `

pi´1qT

˘

´
`

pY ´
iT ´ pY ´

pi´1qT

˘

ı

(pQ-3)
ě ke´plogLq1{20

´ 2T
ÿ

1ďiďk

pQpBc
i´1q ě

L

2T
e´plogLq1{20

´ 2LpQpBc
k´1q,

for large enough L, where, in the second inequality of the second line, we have used that pY ˘
0 “ 0,

see (pQ-3), and in the last line, we have first used that the difference of increments is deterministically
bounded from below by ´2T (see (5.103) and Lemma 5.1), and for the last inequality that the events Bc

i

are increasing in i, cf. (5.101). We also used in various places that L´ T ď kT ď L.
It remains to suitably estimate the probability pQpBc

k´1q appearing in the last line of (5.106), for
which we use (pQ-4) and a straightforward induction argument to bound

pQpBc
k´1q ď pQpBc

k´1|Bk´2q ` pQpBc
k´2q

(pQ-4)
ď L´100 ` pQpBc

k´2q ď ¨ ¨ ¨ ď pk ´ 1qL´100 ď L´99,
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using also in the penultimate step that pQpBc
0q “ 0. Feeding this into (5.106) yields that

EpQr pX`
L ´ pX´

L s ě
L

2T
e´plogLq1{20

´ 2L´98 ´ 2T ě 3C5plogLq100,(5.107)

as soon as L is large enough (recall T from (5.2)). Dividing by L and applying (3.12) whilst observing
that pX`

L has the same law under pQ as XL under Pρ`ε,L and pX´
L has the same law under pQ as XL under

Pρ,L, (5.107) implies that

(5.108) vLpρ` δq ´ vLpρq ě 3C5L
´1plogLq100,

which concludes the proof of Proposition 3.4.

Remark 5.4. As mentioned at (1.17), we prove in fact a much stronger statement than Proposition 3.4,
owing to (5.107), namely that

(5.109) vLpρ` δq ´ vLpρq ě Lop1q

where the op1q denotes a negative quantity that goes to 0 as L Ñ 8. This is however insufficient to
imply directly Theorem 3.1, and the renormalisation in Section 4 is still essential to improve (5.109) to a
right-hand side bounded away from 0 as L Ñ 8.

Remark 5.5 (Necessity for couplings with quenched initial condition). We explain here the main reason
why we need quenched conditions for our couplings. In short, this is due to the lack of an invariant
measure (or reasonable proxy thereof) from the point of view of the walk.

More precisely, abbreviating t “ s2 ´ s1, the only a-priori lower bound we have for the probability
that Xρ and Xρ`ε drift away linearly from each other during rs1, s2s (corresponding to QpE6q at (5.82))
is expp´Ctq for some large constant C by uniform ellipticity – we are in fact precisely trying to derive
a better bound in this section.

But this gap is necessary to create a difference between Xρ`ε ´ Xρ on a time interval of length
T . Hence, to accrue a significant gain in expectation between Xρ`ε ´ Xρ, we need to repeat this at
least exppCtq times. Thus, during that time, Xρ and Xρ`ε could straddle an interval of width at least
exppCtq. The main issue is that we have no a priori information on their local environment (which would
not be the case if we had access to an invariant measure and could estimate the speed of convergence
to it). Hence if the coupling (C.2.2), that we use between s1 and s2 on a interval much narrower than
exppCtq, was only valid under the annealed product Bernoulli initial condition (which is a priori not
what the walk sees), we could resort to the annealed-to-quenched trick (via Markov’s inequality) and
a union bound over exppCtq intervals to control the probability that the coupling fails. However, the
failure probability at (C.2.2) is expp´C 1t1{4q " expp´Ctq, hence we cannot obtain any non-trivial
bound this way. Note that this does not depend on the choice of t. Furthermore due to the diffusivity of
the environment particles and large deviation considerations, it seems unlikely that one could improve
the bound of (C.2.2) beyond expp´Ct1{2q.

This is why we resort to some quenched control, cf. items (i)-(iii) above Lemma 5.2, and also (5.101).
The empirical density was the most accessible and relevant statistic (in particular if the environment is
conservative, as is the case of SEP). For similar reasons, we had to establish (C.1) in a quenched setting,
to ensure that whatever the distribution of the environment around the walker at time iT for some i ě 1
(as long as it is balanced), there is still a uniformly low probability not to have the required empirical
density at time s1 (see (5.80)) to perform the coupling of (C.2.2). Of course the necessity for quenched
couplings encapsulated in (C.1) and in particular (C.2), means that we have (more) work to do in order
to verify this in specific instances, as we do for SEP in the next section.

6 Exclusion process and couplings

We start by giving in §6.1 a formal definition of the main environment η of interest in this article, the
symmetric simple exclusion process (SEP), and first check that it fits the setup of §2.2, in particular, that
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the basic properties (P.1)–(P.4) listed in §2.2 hold. The main result of this section, proved in §6.2, is to
show that the SEP satisfies the conditions (C.1)-(C.3) stated in §3.1; see Proposition 6.3 below. This
implies that our main result, Theorem 3.1, applies in this case; cf. also Theorem 1.2 and its proof in §3.2.
We refer to Appendix B for another environment η of interest which fits this framework.

6.1. Definition of SEP and basic properties. We fix a parameter ν ą 0, which will be constant
throughout this section and often implicit in our notation. The (rate ν) symmetric simple exclusion
process (SEP) is the Markov process on the state space t0, 1uZ (tacitly viewed as a subset of Σ, cf. §2.2)
with (pre-)generator

Lfpηq “
ÿ

x,yPZ:|x´y|“1

1tηpxq“1,ηpyq“0u

ν

2
pfpηxyq ´ fpηqq ,(6.1)

for η P t0, 1uZ and f in the domain of L, where ηxy is the configuration obtained from η by exchanging
the states of x and y, i.e. such that ηxypxq “ ηpyq, ηxypyq “ ηpxq and ηxypzq “ ηpzq for all z P Zztx, yu;
see [51, Chap. VIII]. We denote Pη0

SEP its canonical law with initial configuration η0 and drop the subscript
SEP whenever there is no risk of confusion. In words, (6.1) entails that the vertices x such that ηpxq “ 1,
which can be seen as the locations of particles evolve like continuous-time symmetric simple random
walks on Z with rate ν that obey the exclusion rule; that is, particles are only allowed to jump onto
empty locations.

It will often be useful to consider the interchange process on Z, with generator pL defined as in (6.1)
but omitting the exclusion constraint tηpxq “ 1, ηpyq “ 0u, which interchanges the state of neighbors
x and y independently at rate ν{2. We will use the following specific construction of this process. Let
E “ ttx, x ` 1u : x P Zu denote the set of edges on Z and pP be a probability governing independent
Poisson counting processes Pe of intensity ν{2 on R` attached to every edge e P E. For any given
η0 P t0, 1uZ, one defines pηtqtě0 under pP by exchanging the states of η at x and y every time the ‘clock
rings’ for Pe, where e “ tx, yu. This is well-defined up to a set of measure zero. Then for every
η0 P t0, 1uZ,

(6.2) pηtqtě0 has the same law under pP and Pη0
SEP.

This follows upon observing that the states of neighboring sites suffering the exclusion constraint can
also be exchanged. For our purpose, these two processes are equivalent, but note that they differ when
one distinguishes the particles of the system (for instance studying the motion of a tagged particle).

A useful feature of this alternative description is the following. A particle trajectory of the inter-
change process is obtained by following the trajectory of a state x P Z such that η0pxq “ 1 (a particle)
under pP. We won’t define this formally but roughly speaking, if e and e1 are the two edges incident on
x, one waits until the minimum of the first arrival times of these two processes (which is an exponential
variable with parameter ν) and jumps across the corresponding edge. Then one repeats this procedure.
In particular, it immediately follows that

(6.3) for each x such that η0pxq “ 1, the particle trajectory of x under pP follows the
law of a continuous time simple random walk with jump rate ν.

Recalling the properties (P.1)–(P.4) from §2.2, we first record the following fact.

Lemma 6.1. With

(6.4) µρ “
`

p1 ´ ρqδ0 ` ρδ1
˘bZ

, ρ P J
def.
“ p0, 1q,

the measures pPη0 : η0 P t0, 1uZq with Pη0 “ Pη0
SEP and pµρ : ρ P Jq satisfy all of (P.1)–(P.4).

Proof. Property (P.1) is classical, see [51, Chap. I, Thm. 3.9, p.27] along with Example 3.1(d), p.21
of the same reference. So is (P.2), i.e. the stationarity of the measure µρ in (6.4), see [51, Chap. VIII,
Thm. 1.12, p.369]. The required coupling (for two given initial configurations η1

0 ď η0) needed to verify
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the quenched monotonicity asserted in (P.3),i) is simply obtained by realizing the process η “ pηtqtě0

under the auxiliary measure pPη1
0 and pPη0 using the same Poisson processes pPeq. In particular this

measure yields a coupling over all possible initial distributions, including η0 and η1
0, and this coupling is

seen to preserve the partial order η1
0 ď η0 for all t ą 0. The monotonicity in (P.3),ii) is classical. Lastly,

upon observing that η0r0, `´1s is a binomial random variable with parameters ` and ρ under Pρ, property
(P.4) is obtained by combining (A.3) and (A.4), which are well-known large deviation estimates.

In anticipation of §6.2, we now collect a simple lemma to bound the linear deviations of an SEP
particle, which we will routinely use in our couplings below.

Lemma 6.2. Let Z “ pZtqtě0 denote a simple random walk on Z with jump rate ν, starting from 0 at
time 0, with law denoted by P . For all t ą 0 and k, a P N:

(6.5) P
´

max
0ďsďt

|Zs| ě 2kνt` a
¯

ď P pZ makes more than 2kνt` a jumps during r0, tsq ď e´p2kνt`aq{8.

Proof. The first inequality is immediate since Z only performs nearest-neighbor jumps. As for the
second one, remark that the number N of jumps performed by Z during r0, ts is a Poisson random
variable with parameter νt. Hence by (A.1) applied with λ “ νt and x “ p2k ´ 1qνt ` a ě p2kνt `

aq{2 ą 0, we obtain that

(6.6) P pN ě 2kνt` aq ď exp

ˆ

´
pp2k ´ 1qνt` aq2

2p2kνt` aq

˙

ď exp p´p2kνt` aq{8q ,

and the conclusion follows.

6.2. Conditions (C.1)–(C.3) for SEP. We now proceed to verify that the conditions introduced in §3.1
all hold for the exclusion process introduced in §6.1, as summarized in the next proposition. Its proof
occupies the bulk of this section. These properties (above all, (C.1) and (C.2)) are of independent interest.

Proposition 6.3. For pPη0 : η0 P t0, 1uZ`q with Pη0 “ Pη0
SEP, J “ p0, 1q (cf. (6.4)), and with ν as

appearing in (6.1), all of (C.1), (C.2), (C.2.1), (C.2.2) and (C.3) hold.

Proof. This follows directly by combining Lemmas 6.4, 6.5, 6.7, 6.9 and 6.10 below.

We now proceed to investigate each of the relevant conditions separately. Throughout the remainder
of this section, we work implicitly under the assumptions of Proposition 6.3. In particular, in stating
that some property P ‘holds for SEP,’ we mean precisely that P is verified for the choice pPη0 : η0 P

t0, 1uZ`q with Pη0 “ Pη0
SEP for all ρ P J “ p0, 1q, and with ν the rate parameter underlying the

construction of SEP.

Lemma 6.4. The condition (C.1) holds for SEP, with no restriction on the choice of `1 ě 1.

We give a brief overview of the proof. A key idea is to exploit the fact that SEP particles, although not
independent, are in fact ‘more regularly’ spread out than a bunch of independent random walks (starting
from the same initial positions), which is due to the inherent negative association of the SEP. This fact
is implicit in the bound (6.8) below, which is borrowed from [43] (itself inspired from [70]), the proof
of which uses in a crucial way an inequality due to Liggett, see [51, Chap. VIII, Prop. 1.7, p. 366],
encapsulating this property. With this observation, it is enough to argue that after time t " `2 (where ` is
the precision mesh of the empirical density of the initial configuration, as in (C.1)), random walks have
diffused enough to forget their initial positions and average their density, which follows from classical
heat kernel estimates.
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Proof. We focus on proving the upper inequality (i.e. when each η0pIq ď pρ` εq`), and comment where
necessary on the minor adjustments needed to derive the other inequality in the course of the proof. Let
ρ, ε P p0, 1q, H, `, t ě 1 and η0 be such that the conditions of (C.1) hold. We will in fact show (C.1) for
an arbitrary value of `1 ě 1 although the restriction to `1 ď ` is sufficient for later purposes (note that the
statement is empty if `1 ą 2pH ´ 2νtq). Thus, let `1 ě 1 and I denote the set of intervals of length `1

included in r´H ` 2νt,H ´ 2νts, and define

(6.7) η̄tpIq “
ÿ

xPI

Pη0pηtpxq “ 1q, I P I,

the average number of occupied sites of I after time t ě 0. Note that η̄0pIq “ η0pIq. By Lemma 2.3
of [43] (see also Lemma 5.4 of [70]) one knows that for all t ě 0 and suitable c2 P p0,8q,

(6.8) Pη0
`

ηtpIq ě η̄tpIq ` ε`1
˘

ď expp´c2ε
2`1q

(in fact the bound (6.8) holds for any initial configuration η0). Thus, if

(6.9) max
IPI

η̄tpIq ď pρ` 2εq`1,

under our assumptions on η0 and t, then (6.8), a union bound over I, and the upper bound on the
maximum in (6.9) yield that

(6.10) Pη0
`

max
IĎI

ηtpIq ą pρ` 3εq`1
˘

ď 2H expp´c2ε
2`1q.

A companion inequality to (6.8) can be deduced in a similar way using the lower bound on the minimum
in (6.9) and exploiting symmetry, i.e. rewriting tηtpIq ă pρ´3εq`1u “ tξtpIq ą pp1´ρq`3εq`1u where
ξt “ 1 ´ ηt, while observing that pξtqtě0 has law Pξ0 , cf. (6.1). The conclusion (C.1) then follows.

Therefore, we are left with showing (6.9). In view of (6.7), it is enough to prove that for every
x P r´H ` 2νt,H ´ 2νts, and under our assumptions on η0 and t,

(6.11) Pη0pηtpxq “ 1q ď ρ` 2ε.

Let pZsqsě0 denote a continuous-time symmetric simple random walk on Z with jump rate ν, defined
under an auxiliary probability P , and let pspx, yq “ P pZs “ y |Z0 “ xq, for x, y P Z and s ě 0 denote
its transition probabilities, which are symmetric in x and y. Writing tηtpxq “ 1u as the disjoint (due to
the exclusion constraint) union over y P Z of the event that η0pyq “ 1 and the particle starting at y is
located at x at time t, it follows using (6.3) that for all x P Z,

(6.12) Pη0pηtpxq “ 1q “
ÿ

yPZ
ptpy, xqη0pyq “

ÿ

yPS

ptpx, yq,

where S :“ ty P Z : η0pyq “ 1u and we used reversibility in the last step. Using the rewrite (6.12), we
first show the upper bound in (6.11). Let us define ct “ C6

a

νt logpνtq, where the constant C6 ą 0 will
be chosen below. Recalling that x P r´H`2νt,H´2νts, we cover the sites of rx´ct, x`cts Ď r´H,Hs

using intervals I1, . . . , Iq all contained in this interval and each containing ` sites, with q “ rp2ct`1q{`s.
We may assume that all but the last interval Iq are disjoint. For later reference, we note that |Ir X S| ď

p%` εq` for all 1 ď r ď q by assumption on η0. By (6.12), we have that

(6.13) Pη0pηtpxq “ 1q ď
ÿ

yPZzrx´ct,x`cts

ptpx, yq `

q
ÿ

r“1

ÿ

yPSXIr

ptpx, yq

We will look at the two terms on the right-hand side separately. Using (A.1)), one knows that with N
denoting the number of jumps of a continuous time random walk with jump rate ν until time t ą 0, one
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has PpAq ě 1´Ce´νt{C with A :“ t2νt{3 ď N ď 4νt{3u. Combining this with the deviation estimate
(A.3) yields that

(6.14)
ÿ

yPZzrx´ct,x`cts

ptpx, yq “ PpAcq ` 2

t4νt{3u
ÿ

k“r2νt{3s

PpN “ kq
ÿ

y1ěct

P
´

Binpk, 12q “
y1`k
2

¯

ď Ce´νt{C ` 2

t4νt{3u
ÿ

k“r2νt{3s

PpN “ kq exp

ˆ

´
c2t

16νt

˙

ď Ce´νt{C ` 2 exp

ˆ

´
C2
6 logpνtq

16

˙

ď
1

νt
ď
ε

3
,

where we choose C6 ě
?
11, use that νt ě C1, thus choosing C1 large enough, and use the conditions

from (C.1) for the last inequality.
Next, we want to deal with the points in the interval rx ´ ct, x ` cts. Recall that a continuous-time

simple random walk with rate ν at time t has the same law as a rate 1 continuous-time simple random
walk at time νt. Hence, by [50, Theorem 2.5.6], for all x, y, z such that y, z P rx ´ ct, x ` cts and
|z ´ y| ď `, using that ct ă νt{2 for C1 large enough, with C changing from line to line,

(6.15)
ptpx, yq

ptpx, zq
ď exp

ˆ

|x´ z|2 ´ |x´ y|2

2νt
` C

ˆ

1
?
νt

`
|x´ y|3 ` |x´ z|3

pνtq2

˙˙

ď exp

ˆ

c
`
a

logpνtq
?
νt

` C
1 ` log3{2pνtq

?
νt

˙

ď exp

ˆ

C
ε

?
C1

˙

ď 1 `
ε

3
,

where we used that 4νt ą C1`
2ε´2 log3pνtq and ` ě 1, from (C.1), and chose C1 large enough. Using

[50, Theorem 2.5.6] again, we also have that, as soon as C1 is large enough, using the conditions from
(C.1),

(6.16) ptpx, zq ď
1

?
νt

ď
ε

3`
.

Now, recalling that the intervals Ir are disjoint for 1 ď r ď q ´ 1 and that they all have cardinality `,
using (6.15) and (6.16), we have that

(6.17)
q
ÿ

r“1

ÿ

yPSXIr

ptpx, yq ď

q´1
ÿ

r“1

ÿ

yPSXIr

ptpx, yq `
ÿ

yPSXIq

ptpx, yq

ď

´

1 `
ε

3

¯

q´1
ÿ

r“1

ÿ

yPSXIr

min
zPIr

ptpx, zq `
ÿ

yPSXIq

ε

3`
ď

´

1 `
ε

3

¯

pρ` εq

q´1
ÿ

r“1

|Ir|min
zPIr

ptpx, zq `
ε|Iq|

3`

ď

´

1 `
ε

3

¯

pρ` εq

q´1
ÿ

r“1

ÿ

yPSXIr

ptpx, yq `
ε

3
ď

´

1 `
ε

3

¯

pρ` εq `
ε

3
.

Putting together (6.13), (6.14) and (6.17), and using that ρ` ε ď 1, we obtain

(6.18) Pη0pηtpxq “ 1q ď
ε

3
`

´

1 `
ε

3

¯

pρ` εq `
ε

3
ď ρ` 2ε.

This yields the upper bound in (6.11), and the upper inequality in (C.1) follows.
For the lower bound, which requires to change (6.11) to ρ ´ 2ε ď Pη0pηtpxq “ 1q, one uses

the estimate Pη0pηtpxq “ 1q ě
řq´1

r“1

ř

yPSXIr
ptpx, yq instead of (6.13) and proceeds similarly as in

(6.17).

Lemma 6.5. The condition (C.2.1) holds for SEP.
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Proof. Recall the construction in (6.2) of the SEP using pP. Setting Q “ pP, this yields a natural coupling
of η and η1 with marginal laws Pη0 and Pη1

0 , respectively, for any choice of initial distribution η0 and
η1
0. In words, the coupling Q identifies η and η1 as interchange processes and uses the same Poisson

processes pPeq on the edges of Z. Now if η0|r´H,Hs ě η1
0|r´H,Hs, then under Q, we claim that

(6.19)
 

Dx P r´H ` 2kνt,H ´ 2kνts, s P r0, ts, ηspxq ă η1
spxq

(

Ď
ď

y: η1
0pyq“1,|y|ąH

Epyq,

where Epyq is the event that the particle at y enters the interval r´H ` 2kνt,H ´ 2kνts before time
ps ďqt. By (6.5) with a “ |y| ´H , we have

(6.20) QpEpyqq ď exp p´p2kνt` |y| ´Hq{8q .

Applying a union bound to (6.19) and feeding (6.20) thus yields that the probability of the complement
of the event appearing on the left-hand side of (3.3) is bounded from above by

2
`8
ÿ

y“H

QpEpyqq ď 2
`8
ÿ

y1“0

expp´y1{8 ´ kνt{4q ď 20 expp´kνt{4q.

Remark 6.6 (Locality in (C.2.1)). For later reference, we record the following locality property of the
coupling Q constructed in the course of proving Lemma 6.5. Let EH Ă E denote the edges having
both endpoints in r´H,Hs. Then the above argument continues to work for any specification of clock
processes Pe, P 1

e for e R EH for η and η1, respectively, so long as pPeqePE and pP 1
eqePE end up having

the correct law. This observation will be important when several couplings are ‘concatenated,’ as in the
proof of Lemma 6.9 below (see also Figure 7).

Lemma 6.7. The condition (C.2.2) holds for SEP.

We first give a brief overview of the argument. Lemma 6.7 corresponds to a quenched version of [15,
Lemma 3.2] by Baldasso and Teixeira, in which η0 and η1

0 are sampled under Pρ`ε and Pρ respectively.
We mostly follow their argument. Since fixing the initial environments induces some changes, and
because we will use a variation of this proof to show (C.2) for the SEP (Lemma 6.9), we detail below
the coupling of η and η1, seen as interchange processes. In doing so we also clarify an essential aspect of
this coupling; see in particular (6.23)-(6.24) below.

In a nutshell, the idea is to pair injectively each particle of η1 with one of η at a relatively small
distance (of order t1{4), during a relatively long time (of order t3{4), so that they perform independent
random walks until they meet (which has a large probability to happen since t3{4 " pt1{4q2), after which
they coalesce, i.e. follow the same evolution. To make such a matching possible, we ensure that with
large probability, η has more particles than η1 on each interval of length roughly t1{4. Within the present
quenched framework, this property is now obtained by means of (C.1), which has already been proved;
see Lemma 6.4. Since the probability that at least one particle of η1 does not get paired, i.e. does not
meet its match, is relatively high (polynomially small in t), we repeat this coupling; see also Figure 6.

Proof of Lemma 6.7. Let ρ P J , ε P p0, 1q, and H, t ě 1 and η0, η1
0 satisfy the conditions appearing

in (C.2.2). Recall that
` “ tt1{4u and let τ “ `3.

We abbreviate Is “ r´H ` 2νs,H ´ 2νss for s ě 0 in the sequel.
Let Q “ pP b pP1, where pP1 is a copy of pP, with pP, pP1 governing the independent processes pPeq,

pP 1
eq, respectively, cf. above (6.2). We will define a coupling of pη, η1q under Q (to be precise, a suitable

extension of Q carrying additional independent randomness), inductively in i over the time interval
piτ, pi ` 1qτ s, for 0 ď i ă `. Suppose pηr0,iτ s, η

1
r0,iτ s

q have been declared under Q for some 0 ď i ă `,
with the correct marginal laws for ηr0,iτ s and η1

r0,iτ s
(the case i “ 0 of this induction assumption holds
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ℓ = ⌊t1/4⌋ H

H − 2νt

0

τ = ⌊t3/4⌋

t

H − 4νt

E3

iτ

E2: unpaired particle of η′

Figure 6: Coupling performed in Lemma 6.7. The ‚ are particles of η, the ˝ are particles of η1. The red links between pairs
of particles represent matchings. On the (bad) event B2, the particle with blue trajectory, in spite of having found a (nearby)
match at all stages i, remains unpaired at time t.

trivially). We start by controlling the empirical densities of η and η1 at time iτ , which are already defined
under Q. The original proof of [15] uses the stationarity of Pρ and Pρ`ε and (P.4), while we resort
to (C.1) (cf. (6.29) below). Let

(6.21) G1,i
def.
“

#

for all I with I Ă Iiτ of length t`{2u ď |I| ď `,

one has that ηiτ pIq ě pρ` ε{2q|I| ě η1
iτ pIq

+

.

Observe that G1,0 is automatically satisfied by assumption on η0 and η1
0.

We proceed to define pηiτ`tq0ătďτ and pη1
iτ`tq0ătďτ under Q. If G1,i does not occur, we sample

pη1
t`iτ q0ătďτ (and in fact for all t ą 0) in a manner as in (6.2) using the processes pP 1

eq after time τi, and
similarly for pηt`iτ q0ătďτ using pPeq instead. Thus in this case η1 evolves independently from η from
time τi on.

If on the other hand G1,i occurs, we proceed as follows. Let Pais Ă r´H,Hs denote the set

(6.22) Pais “ tx P Is : ηspxq “ η1
spxq “ 1u,

so that Paiiτ is measurable relative to pηiτ , η
1
iτ q. We refer to Pais as the set of paired particles (at time s).

Let Πs “ tx P Is : ηspxq “ 1u and Π1
s “ tx P Is : η

1
spxq “ 1u. Observe that Pais Ă Π1

s. Our goal is to
reduce the size of their difference as s “ iτ for i “ 1, 2, . . . and eventually achieve equality when i “ `.

To this effect, we first define a matching, i.e. an injective map ψi : Π1
iτ Ñ Πiτ , still measurable

relative to pηiτ , η
1
iτ q, as follows. The map ψi acts as identity map on Paiiτ , a subset of both Π1

iτ and
Πiτ , cf. (6.22). For each x P Π1

iτ zPaiiτ , ψipxq is a point in Πiτ zPaiiτ at distance at most ` from x. As
we now briefly explain, owing to the occurrence of G1,i, this can be achieved in such a way that ψi is
injective. To see this, first note that one can write Iiτ as disjoint union of intervals of length |I| ranging
in t`{2u ď |I| ď `, as follows. One covers Iiτ with contiguous intervals of length ` starting at one
boundary, leaving a remaining interval Ir at the other boundary of length less than `. If Ir has length at
least t`{2u, one simply adds it, else unless Ir is empty one cuts the penultimate interval into two halves
of length at least t`{2u each and merges Ir with the last of them. By construction any of the disjoint
intervals I thereby obtained has length t`{2u ď |I| ď ` as required, and thus on the event G1,i, see
(6.21), one knows that ηiτ pIq ě η1

iτ pIq. Since the I’s are disjoint and their union is Iiτ , it follows that
we can pair injectively each particle of Π1

iτ zPaiiτ with a particle of Πiτ zPaiiτ within the same interval.
We now fix any such matching ψi and call any two particles px, ψipxqq P Π1

iτ ˆ Πiτ matched. We note
that |x´ ψipxq| ď ` by construction.
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The evolution for pηiτ`sq0ăsďτ and pη1
iτ`sq0ăsďτ under Q (and on G1,i) is now prescribed as fol-

lows. Both pηiτ`sq0ăsďτ and pη1
iτ`sq0ăsďτ will be realized as interchange processes as in (6.2), thus it

is sufficient to specify the relevant (Poisson) clock processes attached to each edge of Z. Let EH denote
the set of edges of Z having both endpoints in r´H,Hs. For e R EH , pηiτ`sq0ăsďτ and pη1

iτ`sq0ăsďτ

simply use the clocks of Pe ˝ θiτ and P 1
e ˝ θiτ , respectively, where θs denotes the canonical time-shift of

the process by s. It remains to specify the clock processes for e P EH . Let pPe “ Pe ` P 1
e. All clock

processes attached to edges e P EH will be defined via suitable thinning of pPe.
First, one orders chronologically all arrivals for the processes pPe ˝ θiτ “ p pPeps` iτqqsě0 as e P EH

varies (there are countably many such times and they are a.s. different so this is well-defined on a set
of full measure). Let σ0 “ 0 and σ1, σ2 etc. denote the chronologically ordered times thereby obtained.
By suitable extension, Q is assumed to carry a family tXn : n ě 0u of i.i.d. Bernoulli variables with
QpXn “ 1q “ 1 ´ QpXn “ 0q “ 1

2 . We regard Xn as the label attached to σn. Let Re be the thinned
process obtained from pPe by only retaining arrivals with label Xn “ 1. Then,

(6.23) η¨`iτ uses the clock process Re for each e P EH (and Pe for each e R EH ).

By elementary properties of Poisson processes and applying (6.2), it follows that pηs`iτ q0ăsďτ has the
correct conditional law given ηiτ ; indeed by construction to each edge e of Z one has associated inde-
pendent Poisson processes having the correct intensity.

The definition of pη1
iτ`sq0ăsďτ is analogous to (6.23), and the clock process R1

e for e P EH un-
derlying the definition of pη1

iτ`sq0ăsďτ is specified as follows. For a particle x P Π1
iτ (resp. Πiτ ), let

γ1
i;¨pxq (resp. γi;¨pxq) denote its evolution under η1

iτ`¨ (resp. ηiτ`¨). Proceeding chronologically starting
at n “ 1, one chooses whether the clock σn is retained or not according to the following rule. With
e “ tx, yu P EH denoting the edge of σn,

if for some z P Π1
iτ , γ1

i;σn´1
pzq “ γi;σn´1pψipzqq P tx, yu,

then σn is retained iff Xn “ 1, otherwise iff Xn “ 0;
(6.24)

here we think of right-continuous trajectories so γ1
i;σn´1

pzq is the position of the particle z after the
pn´ 1q-th jump; in fact one could replace each occurrence of σn´1 in (6.24) by an arbitrary time s with
σn´1 ď s ă σn, since there is no jump between those times. In words, at time σn´1, one inspects if
at least one endpoint of e contains (the evolution to time s of) two matched particles, in which case the
clock σn is retained if it has label 1 only. If no endpoint of e contains matched particles the clock is
retained if it has label 0. The process pη1

iτ`sq0ăsďτ then simply uses the clocks R1
e on edges e P EH that

are retained according to (6.24) and such that σn ă τ . We will now argue that

(6.25) given η1
iτ , the process pη1

iτ`sq0ăsďτ has law Pη1
iτ under Q.

To see this, one simply notes using a straightforward induction argument that the conditional law
of ξn “ 1tthe n-th arrival in p pPqePEH

is retainedu given ξ1, . . . ξn´1, σ1, . . . , σn, X1, . . . , Xn´1 and
pηiτ`t, η

1
iτ`sq0ăsďσn´1 is that of a Bernoulli-12 random variable. From this and the thinning property for

Poisson processes it readily follows that R1 has the right law.
Overall we have now defined a coupling of pη, η1q until time `τ ď t. In case `τ ă t we simply use

the same process pPeq to define the evolution of both η and η1 in the remaining time interval p`τ, ts. The
Markov property (P.1), (6.23) and (6.25) ensure that η, η1 indeed have the desired marginals during r0, ts.
In view of (6.22), this immediately yields that

(6.26)
 

ηt|r´H`4νt,H´4νts ě η1
t|r´H`4νt,H´4νts

(c
Ă

 

pΠ1
tzPaitq X r´H ` 4νt,H ´ 4νts ‰ H

(

.

The key of the above construction is that the latter event forces one of three possible unlikely scenarios.
Namely, as we explain below, one has that

(6.27)
 

pΠ1
tzPaitq X r´H ` 4νt,H ´ 4νts ‰ H

(

Ď B1 YB2 YB3,
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where B1 “
Ť`´1

i“1 G
c
1,i,

B2 “

t´1
ď

s“0

"

one particle of η1
spZzIsq ends up

in r´H ` 4νt,H ´ 4νts at time t

*

,

B3 “ Bc
1 X

"

Dx P Π1
0 s.t. γ1

iτ pxq P Iiτ and
infsPr0,τ s Z

i
spxq ą 0 for all 0 ď i ă `

*

;

(6.28)

here γ1
¨pxq refers to the evolution of particle x under η1 and with xi “ γ1

iτ pxq, one sets Zi
spxq “

|γ1
i;spxiq ´ γi;spψipxiqq|. In words Zi

s follows the evolution of the difference between xi, which is
not paired at time iτ since Zi

0pxq ‰ 0, and its match ψipxiq, which is well-defined on the event Bc
1. Thus

B3 refers to the event that some particle x P Π1
0 is found in Iiτ at time iτ for all i and never meets its

match during the time interval piτ, pi` 1qτ s.
We now explain (6.27). To this effect we first observe that (6.23) and (6.24) ensure that two matched

particles at some stage i follow the same evolution once they meet (and thus belong to Pais for all later
times s) as long as they stay in Is. Therefore, on the event Bc

1 XBc
2, on which (due to occurrence of Bc

2)
no unpaired η1-particle at time t can arise by drifting in from the side, meaning that such a particle cannot
be seen in η1

spZzIsq at any time 0 ď s ă t, the set pΠ1
tzPaitq X r´H ` 4νt,H ´ 4νts being non-empty

requires at least one particle from Π1
0 to never meet its match at any of the stages 1 ď i ď ` (matching

happens at all stages due to occurrence of Bc
1). That is, B3 occurs, and (6.27) follows.

To finish the proof, we now bound the (bad) events appearing in (6.27) separately. In view of (6.21),
we apply (C.1) (which now holds on account of Lemma 6.4) to η1 (resp. η) at time iτ , with pρ`ε{8, ε{8q

(resp. pρ`7ε{8, ε{8q) instead of pρ, εq, with pH, `, iτq instead of pH, `, tq and with `1 ranging from t`{2u

to `, which fulfils the conditions of (C.1) if C4 is large enough so that H ą 4νt and

min
1ďiď`4´1

4νiτ ě 4ντ ą C1`
2ε´2p1 ` | log3pνtq|q ě max

1ďiď`4´1
C1`

2ε´2p1 ` | log3pνiτq|q.

Recalling that ` “ tt1{4u and summing over the possible values of `1, this gives that

(6.29) Q
`

B1

˘

ď

`´1
ÿ

i“1

Q
`

Gc
1,i

˘

ď 4t1{2H exp
`

´c2ε
22´7p`´ 1q

˘

.

We deal with QpB2q by applying (C.2.1), which is in force on account of Lemma 6.5. Noticing that the
event indexed by s entering the definition of B2 in (6.28) implies that at least one particle of η1

spZzIsq

ends up in r´H ` 2νs ` 2νt,H ´ 2νs ´ 2νts before time s ` t, we get using (3.3) with k “ 1,
η0 “ ηs ” 0, and Is playing the role of r´H,Hs that

(6.30) QpB2q ď
ÿ

0ďsăt

Q

¨

˝

a particle of η1
spZzIsq ends up in

r´H ` 2νps` tq,H ´ 2νps` tqs

before time s` t

˛

‚ ď 20t expp´νt{4q.

Finally, owing to our coupling in (6.23), (6.24), conditionally on pηu, η
1
uq, u ď iτ , the process Zi

spxq is
a one-dimensional continuous-time random walk with rate 2ν started at a point in r0, `s (owing to the
separation of xi and its match ψipxiq) with absorption at 0. If pZsqsě0 is such a random walk and Pk

denotes the probability for this walk starting at k P r0, `s, we have by invariance by translation and the
reflection principle:

max
0ďkď`

Pkp min
0ďsďτ

Zs ą 0q “ P`p min
0ďsďτ

Zs ą 0q “ P0p min
0ďsďτ

Zs ą ´`q

ď 2P0p max
0ďsďτ

|Zs| ă `q ď 2PpZτ P r´`, `sq.
(6.31)

Using again [50, Theorem 2.5.6] and taking C4 large enough (so that in particular 2ντ “ t ě 2|x| for
any x P r´`, `s), we have thus for some universal constant C ą 0 (changing from one expression to the
next):

(6.32) max
0ďkď`

Pkp min
0ďsďτ

Zs ą 0q ď
2`` 1
?
4πντ

exppCpν´1τ´1 ` `3ν´2τ´2qq ď
C`

?
ντ

ď Cν´1{2t´1{8.
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C2.1C2.2 C2.2

H2 −H1 H2 −H1H1

t

t2

H2 − 6νt

t1

C2.1

Variation of C2.2

0

unpaired particles of η′
spare particles of η

H1 − 2νt

Figure 7: Couplings used in the proof of Lemma 6.9. If the couplings of Step 1 (operating with time horizon t1) are successful,
then the only unpaired particles of η1 at time t1 are in the two red dashed segments, and there are enough spare particles of η in
the blue segments to cover these particles of η1 before time t2 (Step 2, using coupling ‘Variation of (C.2.2)’).

Recalling that t ą ν´8 and taking a union bound over x P Π1
0, the previous estimate applied with the

Markov property for pη, η1q yields that, as long as C4 is large enough:

(6.33) QpB3q ď 2HpCt´1{16q`.

Putting together (6.26), (6.27), (6.29), (6.30) and (6.33), we obtain that

Qpη1
t|r´H`4νt,H´4νts ď ηt|r´H`4νt,H´4νtsq

ě 1 ´ 8t1{2H exp
`

´c2ε
22´7p`´ 1q

˘

´ 20t expp´νt{4q ´ 2HpCt´1{16q`,

which is larger than 1´C3tH expp´C´1
3

ν
ν`1ε

2t1{4q as required by (3.4) provided C4 and C3 are chosen
large enough.

Remark 6.8 (Locality in (C.2.2)). Similarly as in Remark 6.6, which exhibits an analogous property
for the coupling inherent to (C.2.1), the coupling Q yielding property (C.2.2) constructed in the proof
of Lemma 6.7 can be performed for any specification of clock processes pPe,P 1

eqeREH
used to define

η, η1, so long as the marginal laws of pPeqePE and pP 1
eqePE , are that of independent Poisson processes

of intensity ν{2. This can be seen by inspection of the proof: the only ‘non-trivial’ joint distribution
concerns pPe,P 1

eqePEH
, which are obtained by suitable thinning from p pPeqePEH

, see in particular the
discussion around (6.23) and (6.24).

Combining the couplings supplied by Lemmas 6.5 and 6.7 multiple times, which will be permitted
owing to Remarks 6.6 and 6.8, yields the following result.

Lemma 6.9. The condition (C.2) holds for SEP.

Proof. Let ρ, ε P p0, 1q, H1,H2, t, ` ě 1 and η0, η1
0 P t0, 1uZ be such that the assumptions of (C.2) hold.

In particular, note that these entail that H2 ą H1. Define

(6.34) t1 “ `4, t2 “ t1 ` `19.

51



We proceed in two steps and refer to Figure 7 for visual aid. In the first step, we apply simultaneously
the couplings of Lemma 6.5 on r´H1,H1s and of Lemma 6.7 on r´H2,H2szr´H1,H1s, in the time-
interval r0, t1s (in doing so we shall explain how this preserves the marginals of η and η1). As a result,
we get that ηt1pxq ě η1

t1pxq for all x P r´H2 ` 2νt1,H2 ´ 2νt1s, except possibly around two intervals
around ´H1 and H1, of width Opνt1q.

In the second step, we couple the particles of η1 on these intervals with "additional" particles
of ηt1zη1

t1 on r´H2,H2s (using that the empirical density of η1 is slightly larger than that of η on
r´H2,H2s by (C.1)), in a manner similar to that used in the proof of Lemma 6.7. This ensures that
with large enough probability, all these particles of η1 get covered by particles of η within time t2 ´ t1,
without affecting the coupling of the previous step on account of the Markov property. Finally, during
the time interval rt2, ts we use again the natural coupling of Lemma 6.5, and conclude by showing (3.1)
and (3.2). We now proceed to make this precise.

Step 1: we construct a coupling Q1 of the evolutions of η and η1 during the time-interval r0, t1s

such that if we define the (good) events

G1 “ t@x P r´H1 ` 2νt1,H1 ´ 2νt1s, @s P r0, t1s : ηspxq ě η1
spxqu,

G2 “ t@x P r´H2 ` 2νt1,´H1 ´ 2νt1 ´ 1s Y rH1 ` 2νt1 ` 1,H2 ´ 2νt1s : ηt1pxq ě η1
t1pxqu,

then

(6.35) Q1pG1 XG2q ě 1 ´ 3C3t1H2 exp
´

´C´1
3

ν
ν`1ε

2`
¯

.

The coupling Q1 is defined as follows. Let pPeqePE be a family of i.i.d. Poisson processes on R` of
intensity ν{2. These processes are used to describe the exchange times for η (seen as an interchange
process as in (6.2)), during the time-interval r0, t1s. We now define the exchange times pP 1

eqePE to be
used for η1 during r0, t1s as follows. For an edge e having at least one endpoint outside r´H2,H2s or at
least one endpoint inside r´H1,H1s, set P 1

e “ Pe. It remains to specify P 1
e for e with both endpoints

in r´H2,H2s but outside r´H1,H1s. This set splits into two disjoint intervals E˘, which are both
dealt with separately and in exactly the same manner. Thus restricting our attention to E`, one couples
pP 1

eqePE`
and pPeqePE`

in exactly the same manner as in the proof of Lemma 6.7, with the interval I`,
defined as the set of all endpoints of edges in E`, playing the role of r´H,Hs. The fact that Lemma 6.7
applies even though the processes Pe and P 1

e have been specified for certain edges e R E` is owed to
Remark 6.8. Define I´ similarly and perform the same coupling of pP 1

eqePE´
and pPeqePE´

.
Since the sets of edges E´, E` and EzpE´ Y E`q are disjoint, it readily follows that pPeqePE is

an i.i.d. family of Poisson processes on R` of intensity ν{2. This ensures that under Q1, η „ Pη0 and
η1 „ Pη1

0 .
Now, by our assumptions on ρ, ε,H, `, t1, η0 and η1

0, the above construction of Q1 together with
Remark 6.6 ensure that Lemma 6.5 applies on the interval r´H1,H1s with t “ t1 and k “ 1 (recall
to this effect that the relevant coupling for which (C.2.1) is shown to hold is simply Q “ pP, see above
(6.19), and that this coupling is also local in the sense of Remark 6.6). This yields that

(6.36) Q1pG1q ě 1 ´ 20 expp´νt1{4q.

Second, our assumptions (taking C2 ą C4) and the above construction of Q also allow us to apply
Lemma 6.7 on E´ and on E` instead of r´H,Hs, with the same values of ρ, ε and `, and with t “ t1
(in particular, ν8t1 “ pν2`q4 ą 1). We obtain that

(6.37) Q1pG2q ě 1 ´ 2C3t1H2 exp
´

´C´1
3

ν
ν`1ε

2`
¯

.

Combining (6.36) and (6.37) yields (6.35), since 20 expp´νt1{4q ď C3t1H2 expp´C´1
3

ν
ν`1ε

2`q if C2

is chosen large enough. This concludes Step 1.
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Step 2: We now extend Q1 to a coupling Q2 up to time t, using a slight variation of the coupling in the
proof of Lemma 6.7 in the time-interval rt1, t2s. For definiteness of Q2, on the complement of G1 XG2,
use pPeqePE for the exchange times of both η and η1 during the time rt1, ts. Focusing now on the case
where G1 XG2 occurs, the aim of the step is to show that we can have

(6.38) Q2pη1
t2 |r´H`4νt2,H´4νt2s ď ηt2 |r´H`4νt2,H´4νt2s |G1 XG2q ě 1 ´H2 exp

´

´ ν
ν`1ε

2`4
¯

.

Fix any realization of ηt1 , η
1
t1 such that G1 X G2 holds. Define Pai0 (cf. (6.22)) as the set of vertices in

I0
def.
“ r´H2 ` 2νt1,H2 ´ 2νt1s containing both a particle of ηt1 and of η1

t1 , and think of these particles
as being paired. Let U0 (resp. U 1

0) be the set of unpaired particles of ηt1 (resp. η1
t1) in I0. By definition of

G1 and G2, the particles of U 1
0 must be in r´H1 ´ 2νt1,´H1 ` 2νt1s Y rH1 ´ 2νt1,H1 ` 2νt1s when

the event G1 XG2 occurs; cf. Figure 7. Hence, on G1 XG2 we have that

(6.39) |U 1
0| ď 8νt1.

Denote Bc
1,0 the event that on every interval of length between `5

2 and `5 included in I0, ηt1 has at least
ε`5{10 ě 8νt1 unmatched particles (recall that ` ą 80ν{ε by assumption). On B1,0, use pPeqePE as
exchange time process to define both η and η1 during rt1, ts (cf. the discussion leading to (6.2)).

Henceforth, assume that Bc
1,0 X G1 X G2 occurs. Following the line of argument in the paragraph

after (6.22), one matches injectively each particle of U 1
0 with a particle of U0 at distance at most `5. In the

present context this is possible owing to (6.39) and occurrence of Bc
1,0. Then one couples the evolutions

of η and η1, first during rt1, t1 ` `15s as done in the proof of Lemma 6.7 during the time interval r0, τ s.
Then iteratively at times t1 ` i`15 for 1 ď i ď `4 ´1, one performs on Ii “ r´H2 `2νpt1 ` i`15q,H2 ´

2νpt1 ` i`15qs the same coupling at times itt3{4u on the event Bc
1,i that for any interval I Ď Ii of length

ranging between `5

2 and `5, one has ηt1`i`15pIq ě η1
t1`i`15pIq. On B1,i, use pPeqePE for the exchange

times of both η and η1 during the time interval rt1 ` i`15, ts.
Overall, this yields a coupling of pη¨^t2 , η

1
¨^t2q with the correct marginal law (as in the proof of

Lemma 6.7). Finally one extends this coupling during rt2, ts on the event G1 X G2 X
Ş`4´1

i“0 Bc
1,i by

using the same exchange times for η and η1. It follows that η „ Pη0 and η1 „ Pη1
0 under Q2.

In much the same way as in (6.26), it follows from the above construction that the complement of
the event on the left-hand side of (6.38) implies that at least one particle of η1 in the interval r´H2 `

2νt2,H2 ´ 2νt2s is unpaired at time t2, which in turn (cf. (6.27)-(6.28)) implies the occurrence of
˜

`4´1
ď

i“0

B1,i

¸

YB2 YB3

where

B2 “

`19´1
ď

s“0

"

a particle of η1
t1`spZzr´H2 ` 2νpt1 ` sq,H2 ´ 2νpt1 ` sqsq

ends up in η1
t2pr´H2 ` 4νt2,H2 ´ 4νt2sq

*

B3 “

#

at time t2, one particle from η1
t1pr´H2 ` 2νt1,H2 ´ 2νt1sq

has been in Ii for all 0 ď i ă `4 and remains unpaired

+

.

We now mimic (6.29), (6.30) and (6.33) to handle
ř`4´1

i“0 Q2pB1,iq, Q2pB2q and Q2pB3q respectively. In
detail, for the first term, we apply (C.1) with pH, tq “ pH2, i`

15q for 1 ď i ď `4 ´ 1, and `1 ranging from
`5

2 to `5, noting that

(6.40) H2 ą 4νi`15 ě 4ν`15 ě C1`
19{2ε´2p1 ` | log3pν`19q|q ě C1pi`15q1{2ε´2p1 ` | log3pνi`15q|q.

For the third inequality, remark that ν` ą C1ε
´2p1 ` | log3pν`4q|q (taking C2 ą C1), hence it is enough

to show that `9{2p1`| log3pν`4q|q ě 1`| log3pν`19q|. But 1`| log3pν`19q| ď 1`4| log3pν`4q|`60 log `
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(since pa ` bq3 ď 4a3 ` 4b3 for a, b ě 0). Taking C2 large enough so that ν`100 and thus ` is large
enough (recall that ` ą 80ν{ε ą ν), we have 1 ` 4| log3pν`4q| ` 60 log ` ď 1 ` 4| log3pν`4q| ` ` ď

`9{2p1 ` | log3pν`4q|q as desired.
For the second term QpB2q, we use (C.2.1), and for the third term QpB3q, we note that a continuous-
time random walk with rate 2ν started in r0, `5s will hit 0 before time `15 with probability at least
1 ´ C`5{pν`15q1{2 ě 1 ´ C`´2 (note that ν` ě C2 ą 1 if we take C2 ą 1). We obtain that

Q2p@x P r´H2 ` 4νt2,H2 ´ 4νt2s, ηt2pxq ě η1
t2pxqq

ě 1 ´

`4´1
ÿ

i“0

Q2pB1,iq ´ Q2pB2q ´ Q2pB3q

ě 1 ´ 4`9H2 exp
`

´c2ε
22´7p`5 ´ 1q

˘

´ 20`19 expp´ν`19{4q ´ 2H2pC`´2q`
4

ě 1 ´H2 exp
´

´ ν
ν`1ε

2`4
¯

,

if C2 in (C.2) is chosen large enough. This yields (6.38).

Let Q def.
“ Q2. It remains to establish (3.1) and (3.2). Owing to the way the coupling Q is defined

during the intervals r0, t1s, rt1, t2s and rt2, ts, Q has the following property: in r´H1,H1s, any particle
of η1 that is covered at some time s ă t by a particle of η will be covered by this particle until time t,
or until it leaves r´H1,H1s. Moreover, by assumption every particle of η1

0pr´H1,H1sq is covered by a
particle of η0. Therefore,

(6.41) t@s P r0, ts, ηs|r´H1`4νt,H1´4νts ě η1
s|r´H1`4νt,H1´4νtsu

c

Ď

t
ď

s“1

ta particle of η1
spZzr´H1,H1sq enters r´H1 ` 4νt,H1 ´ 4νts before or at time tu.

By Lemma 6.2 applied with pt, k, aq “ pt´s, 2, 4νt`xq for every s ď t and x ě 0 if η1
sp˘pH1`xqq “ 1,

a union bound over all particles appearing in the event on the right-hand side of (6.41) leads to the bound
on the Q-probability of the left-hand side by 2t

ř

xě0 expp´p4νt ` xq{8q ď 20t expp´νt{4q, and (3.1)
follows.

As for (3.2), first note that by (6.35) and (6.38), and for C2 large enough, we have that

(6.42) Qpη1
t2 |r´H2`4νt2,H2´4νt2s ď ηt2 |r´H2`4νt2,H2´4νt2sq ě 1 ´ 4C3t1H2 exp

´

´C´1
3

ν
ν`1ε

2`
¯

.

Since we use, during rt2, ts, the same natural coupling as in the proof of Lemma 6.5, letting B4 denote
the event that a particle of η1

t2pZzr´H2 ` 4νt2,H2 ´ 4νt2sq ends up in r´H2 ` 6νt,H2 ´ 6νts Ď

r´H2 ` 4νt2 ` 2νt,H2 ´ 4νt2 ´ 2νts in time at most t, we obtain, provided C2 is large enough and
abbreviating ξ “ C´1

3
ν

ν`1ε
2`, that

Qpη1
t|r´H2`6νt,H2´6νts ď ηt|r´H2`6νt,H2´6νtsq

ě 1 ´ 4C3t1H2e
´ξ ´ QpB4q ě 1 ´ 4C3t1H2e

´ξ ´ 20e´νt{4 ě 1 ´ 5C3t1H2e
´ξ.

This shows (3.2) (recalling that t1 “ `4 by (6.34)), and concludes the proof.

The final result which feeds into the proof of Proposition 6.3 is the following.

Lemma 6.10. The condition (C.3) holds for SEP.

Proof. Let ` ě 1, ρ P p0, 1q and η0, η1
0 be such that the conditions of (C.3) hold. In particular, these

imply the existence of x0 P r0, `s such that η0px0q “ 1 and η1
0px0q “ 0. Let Q “ pP as above (6.2), by

which pη, η1q are coupled as interchange processes using the same exchange times pPeqePE . As observed
in (6.3), under Q the particle of η0 starting at x0 moves like a simple random walk Z “ pZtqtě0 with
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jump rate ν, and we have η1
tpZtq “ 0 for all t ě 0 by construction of pP. Hence, Qpη`pxq ą 0, η1

`pxq “

0q ě QpZ` “ xq and therefore, in order to deduce (3.5) it is enough to argue that

(6.43) QpZ` “ xq ě
`

ν
2eν

˘6pρ`1q`
, x “ 0, 1.

Indeed, let ZL
` (resp. ZR

` ) denote the number of jumps of Z to the left (resp. right) during the time
interval r0, `s. These two variables are independent and distributed as Poipν`{2q, which entails that, for
x “ 0, 1, and x0 ě x,

QpZ` “ xq ě QpZL
` “ x0 ´ xqQpZR

` “ 0q ě

ˆ

`ν

2

˙x0´x e´`ν

px0 ´ xq!
ě

´ν

2

¯x0´x
e´`ν

ě

´ ν

2eν

¯x0´x
e´p`´px0´xqqν ,

using that px0 ´ xq! ď xx0´x
0 ď `x0´x in the third step. Since 0 ď x0 ´ x ď ` and ν ď 2eν , (6.43)

follows for all x0 ě x (and x “ 0, 1), and it is easy to see that the bound remains true in the remaining
case, i.e. when x0 “ 0 “ 1 ´ x (now forcing ZL

` “ 0 and ZR
` “ 1 instead, which by symmetry of ZL

`

and ZR
` yields the same bound as when x0 “ x`1). Overall this yields (3.5). Finally, since the marginal

of the coupling Q for pη, η1q is that of Lemma 6.5, we get the first inequality of (3.6) from (C.2.1) with
t “ `. The second inequality follows from our condition on k (using that ρ ď 1).

A Concentration estimates

We collect here a few classical facts on concentration of Poisson and binomial distributions, that are
repeatedly use to control the probability that the environment could have an abnormal empirical density.
The PCRW case corresponds to Poisson distributions, and the SSEP to binomial distributions).

Lemma A.1. Let λ, x ą 0, and X „ Poissonpλq. Then

(A.1) PpX ě λ` xq ď exp

ˆ

´
x2

2pλ` xq

˙

.

If x P r0, λs, then

(A.2) PpX ď λ´ xq ď exp

ˆ

´
x2

2pλ` xq

˙

.

Let m P N, p P p0, 1q and X „ Binpm, pq. Then for all q P p0, 1 ´ pq, we have

(A.3) PpX ě pp` qqmq ď expp´mq2{3q

and for all q P p0, pq:

(A.4) PpX ď pp´ qqmq ď expp´mq2{2q.

Proof. We get (A.3) (resp. (A.4)) from Theorem 4.4 (resp. Theorem 4.5) of [54] with µ “ mp and
δ “ q{p ě q in both cases. We now turn to (A.1). By a classical application (and optimization) of
Chernoff’s bound (see Theorem 5.4 of [54]), one shows that

PpX ě λ` xq ď
e´λpeλqλ`x

pλ` xqλ`x
“ exp p´λ´ pλ` xqplogpλ` xq ´ log λ ´ 1qq .

Hence for (A.1), it remains to show that

λ` pλ` xqplogpλ` xq ´ log λ ´ 1q ě
x2

2pλ` xq
.
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Setting u “ 1`x{λ and multiplying both sides by u{λ this amounts to show that the map f : r1,8q Ñ R
defined by

fpuq “ u` u2plog u ´ 1q ´
pu´ 1q2

2

remains non-negative. Indeed, fp1q “ 0 and f 1puq “ 1`2uplog u ´1q`u´pu´1q “ 2p1`uplog u ´

1qq. One checks that log u ´ 1 ě ´1{u for all u ě 1 (with equality iff u “ 1) so that f 1 is nonnegative
on r1,8q, and this concludes the proof of (A.1). One proves (A.2) via the same method.

B The PCRW environment

In this Appendix, we consider another environment, the Poisson Cloud of Random Walks (PCRW) pre-
viously considered in [41, 40] among others; we refer to the introduction for a more complete list of
references. For this environment, the parameter ρ P p0,8q governs the intensity of walks entering the
picture. We show below, see Lemma B.1 and Proposition B.2, that the PCRW also fits the setup of §2.2
and satisfies (C.1)-(C.3). Hence, this environment yields another example to which the conclusions of
our main result, Theorem 3.1, apply. The proof is virtually the same as that of Theorem 1.2 given in
§3.2, upon noting that the relevant law of large numbers (3.7) in this context was also shown in [40],
yielding the existence of the speed vpρq at all but at most two values ρ “ ρ˘ (as for SEP). The PCRW
is defined below using random walks evolving in discrete time, following the practice of [40] and other
previous works, but the following results could easily be adapted to random walks in continuous time
(with exponential holding times of mean one).

B.1. Definition of the PCRW. The PCRW is a stochastic process η “ pηtpxq; x P Z, t P R`q with
state space Σ “ ZZ` defined as follows: for any given initial configuration η0 P Σ and every x P Z,
place η0pxq particles at x. Then, let all the particles follow independent discrete-time lazy simple random
walks, i.e. at each integer time, any given particle stays put with probability 1{2, or jumps to its left or
right neighbour with the same probability 1{4. For t ě 0 and x P Z, let ηtpxq be the number of particles
located at x. We denote by Pη0

PCRW the canonical law of this environment with initial state η0, and
frequently abbreviate Pη0 “ Pη0

PCRW below.

B.2. Properties of the PCRW. We proceed to show that the PCRW environment has the desired fea-
tures, i.e. that the properties (P.1)-(P.4) listed in §2.2 as well as the conditions (C.1)-(C.2) appearing in
§3.1 all hold. The parameter ρ indexing the stationary measures will naturally vary in p0,8q. We will
in practice always consider a bounded open interval J “ pK´1,Kq for arbitrary K ą 1 below. The
constants c1, . . . , C4 appearing as part of the conditions we aim to verify will henceforth be allowed to
tacitly depend on K. Note that this is inconsequential for the purposes of deriving monotonicity of vp¨q

on p0,8q (cf. (3.8)) since this is a local property: to check monotonicity at ρ one simply picks K large
enough such that ρ P pK´1,Kq “ J .

For the remainder of this appendix, letK ą 1 be arbitrary and J def.
“ pK´1,Kq. We start by verifying

properties (P.1)-(P.4).

Lemma B.1. With

(B.1) µρ “ PoipρqbZ, ρ P p0,`8q,

the measures pPη0 : η0 P t0, 1uZq with Pη0 “ Pη0
PCRW and pµρ : ρ P Jq satisfy all of (P.1)-(P.4).

Proof. Fix ρ ą 0. Property (P.1) is classical, and follows readily from the time-homogeneity, translation
invariance and axial symmetry of the lazy simple random walk. Property (P.2) is also standard: if η0 „

µρ, by suitably thinning the Poisson process one can realize η0 by decomposing η0pxq “ lpxq ` cpxq `

rpxq for all x P Z, where lpxq (resp. cpxq, rpxq) is the number of particles starting from x that make their
first move to the left (resp. stay put, and make their first move to the right), with lpxq, rpxq „ Poipρ{4q,
cpxq „ Poipρ{2q and the family of variables plpxq, cpxq, rpxqqxPZ is independent. From this one infers
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that η1 „ µρ, as η1pxq “ lpx` 1q ` cpxq ` rpx´ 1q „ Poipρq for all x P Z, and the variables η1pxq are
independent as x varies.

As for property (P.3), it holds with the following natural coupling (which straightforwardly yields
the correct marginal laws for η and η1): if η1

0pxq ď η0pxq for all x P Z, then one matches injectively
each particle of η1

0 to a particle of η0 located at the same position. The coupling imposes that matched
particles follow the same trajectory, and the remaining particles of η0 (if any) follow independent lazy
simple random walks, independently of the matched particles. Finally, Property (P.4) is a consequence of
the fact that under Pρ, for every finite interval I and every time t ě 0, ηtpIq „ Poipρ|I|q, and combining
with the tail estimates (A.1)-(A.2).

We now establish the conditions (C.1)-(C.3).

Proposition B.2. For pPη0 : η0 P t0, 1uZ`q with Pη0 “ Pη0
PCRW, ρ P J and with ν “ 1, all

of (C.1), (C.2), (C.2.1), (C.2.2) and (C.3) hold.

The proof of Proposition B.2 is given in §B.3 below. We start with a coupling result (which for
instance readily implies (C.1) as shall be seen), similar in spirit to Lemma B.3 of [41], stating that the
evolution of the PCRW with a sufficiently regular deterministic initial condition can be approximated by
a product of independent Poisson variables. This is of independent interest (and lurks in the background
of various more elaborate coupling constructions employed in §B.3).

Proposition B.3. There exist positive and finite constants C7, c3 and c4 such that the following holds.
Let ρ P p0,Kq, ε P p0, pK ´ ρq ^ ρ ^ 1q and H, `, t P N be such that C7`

2 ă t ă H{2 and
pρ ` εqpt´1log tq1{2` ă c3ε. There exists a coupling Q of pηρ´ε, ηt, η

ρ`εq with ηρ˘ε „ µρ˘ε (and
ηt sampled under Pη0) such that, if η0 P Σ is such that for any interval I Ď r0,Hs with |I| “ `,

(B.2) pρ´ ε
2q` ď η0pIq presp. η0pIq ď pρ` ε

2q`q,

then with G “ tηρ´ε|rt,H´ts ď ηt|rt,H´tsu (resp. G “ tηt|rt,H´ts ď ηρ`ε|rt,H´tsu),

QpGq ě 1 ´H exp
`

´ c4pρ` εq´1ε2
?
t
˘

.(B.3)

Moreover, the coupling Q is local in the sense that pηρ´ε, ηt, η
ρ`εq|rt,H´ts depends on the initial condi-

tion η0 through η0pxq, x P r0,Hs, alone.

We now prepare the ground for the proof of Proposition B.3. Let us abbreviate It “ rt,H ´ ts. We
use the framework of soft local times from Appendix A of [41] (the latter following Section 4 of [64]),
which we extend to fit our needs. We define a coupling Q as follows. Let Λ (defined under Q) be a
Poisson point process on Z b R` with intensity 1 b λ where 1 stands for the counting measure and λ is
the Lebesgue measure on R. For each z P It, set

(B.4) ηρ˘ε def.
“ Λptzu ˆ p0, ρ˘ εsq.

For z P ZzIt, let independently ηρ˘εpzq „ Poipρ˘ εq. This indeed yields the correct marginal distribu-
tions µρ˘ε in view of (B.1).

As for ηt, given any initial configuration η0 P Σ let pxiqiě1 denote an arbitrary ordering of the
positions of the (finitely many) particles of η0pr0,Hsq (counted with multiplicity, hence the sequence
pxiqiě1 is not necessarily injective). Define for i ě 1 and z P r´t,H ` ts gipzq :“ qtpxi, zq with
pqnqnPN denoting the discrete-time heat kernel for the lazy simple random walk. Let ξ1 :“ suptt ě 0 :
Ť

zPZ Λptzu ˆ p0, tg1pzqsq “ 0u and for i ě 2, define recursively

(B.5) ξi
def.
“ sup

 

t ě 0 :
Ť

zPZ Λ
`

tzu ˆ p0, ξ1g1pzq ` . . .` ξi´1gi´1pzq ` tgipzqs
˘

“ i´ 1
(

,

see Figure 5 of [41]. Note that since each gi has a finite support (included in ryi ´ t, yi ` ts), the
ξi’s are well-defined. In fact by Propositions A.1-A.2 of [41], the variables are i.i.d. Exp(1). For all
z P r´t,H ` ts, we define the soft local time

(B.6) Gη0pzq
def.
“

ÿ

iě1

ξiqtpxi, zq,
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with ξi as in (B.5). With these definitions, it follows, denoting

(B.7) hpzq
def.
“ Λptzu ˆ p0, Gη0pzqqq,

that the family phpzqqzPZ is distributed as rηt, defined as the restriction of ηt under Pη0 restricted to the
particles of η0pr0,Hsq. To see this, note that Q is such that, if u is the Z-coordinate of the particle of Λ
seen when determining ξi at (B.5), then the particle xi of η0 moves to u by time t. Remark indeed that
by (B.5) and the spatial Markov property for Poisson point processes, the choice of u is proportional to
gip¨q “ qtpxi, ¨q and independent of what happened in the first i ´ 1 steps. In particular, phpzqqzPIt is
distributed as ηt|It , since all the particles of ηt|It perform at most one step per unit of time, and must
have been in r0,Hs at time 0. Finally, independently of all this, let all particles of η0pZzr0,Hsq follow
independent lazy random walks.

Overall Q indeed defines a coupling of pηρ´ε, ηt, η
ρ`εq with the required marginal law, and the

desired locality (see below (B.3)) follows immediately from the previous construction. Moreover, (B.4)
and (B.7) imply that under Q, for all t P N and η0 P Σ,

 

ηρ´ε|It ď ηt|It
(

Ď t@z P It : ρ´ ε ď Gη0pzqu,
 

ηt|It ď ηρ`ε|It

(

Ď t@z P It : Gη0pzq ď ρ` εu.
(B.8)

It is now clear from (B.8) that the desired high-probability domination in (B.3) hinges on a suitable
control of the soft local time Gη0 defined by (B.6). To this effect we first isolate the following first
moment estimate.

Lemma B.4. Under the assumptions of Proposition B.3, there exists C8 such that for all z P It,

(B.9) pρ´ ε
2q

´

1 ´ C8`
b

log t
t

¯

ď EQrGη0pzqs,

ˆ

resp. EQrGη0pzqs ď pρ` ε
2q

´

1 ` C8`
b

log t
t

¯

˙

.

Proof. Let ct “
?
t log t and fix z P r´H ` t,H ´ ts. Cover rz ´ tctu, z ` tctus by a family

pIiq1ďiďrp2tctu`1q{`s of intervals of length `, all disjoint except possibly I1 and I2. We focus on the
upper bound on EQrGη0pzqs in (B.9) (the lower bound is derived in a similar fashion). By assumption in
(B.2), we have that η0pIiq ď pρ` ε

2q` for all i, hence, recalling that ξi in (B.5) has unit mean,

(B.10) EQrGη0pzqs
(B.6)
“

ÿ

iě1

qtpxi, zq ď

rp2tctu`1q{`s
ÿ

i“1

pρ `
ε

2
q|Ii|max

xPIi
qtpz, xq ` 2

ÿ

xěz`ct´1

qtpz, xq.

We start by dealing with the last term above. By Azuma’s inequality, we have that

(B.11)
ÿ

xěz`ct´1

qtpz, xq ď exp

ˆ

´
pct ´ 1q2

2t

˙

ď exp

ˆ

´
log t

2
`

c

log t

t

˙

ď
Cpρ` ε

2q
?
t

,

for some constant C ą 0, depending on K. Let us now handle the first term in the right-hand side of
(B.10). We start by noting that

(B.12)
rp2tctu`1q{`s

ÿ

i“1

pρ` ε
2q|Ii|max

xPIi
qtpz, xq

ď pρ` ε
2q

rp2tctu`1q{`s
ÿ

i“1

ÿ

yPIi

qtpz, yq ` pρ` ε
2q

rp2tctu`1q{`s
ÿ

i“1

ÿ

yPIi

max
xPIi

pqtpz, xq ´ qtpz, yqq

By [50, Proposition 2.4.4], we have that

(B.13) max
yPZ

qtpz, yq ď Ct´1{2.
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Recalling that at most I1 and I2 may overlap, the above implies that

(B.14)
rp2tctu`1q{`s

ÿ

i“1

ÿ

yPIi

qtpz, yq ď 1 `
ÿ

yPI1

qtpz, yq ď 1 ` C
`

?
t
.

It remains to deal with the last term in (B.12). By standard heat kernel estimates (see for instance [50,
Proposition 2.5.3] and [50, Corollary 2.5.4]) and a computation similar to (6.15), combined with a large
deviation estimate on the number Nt of non-zero steps performed by the lazy random walk up to time t
(using Azuma’s inequality for instance), for all x, y P rz´ ct, z` cts with |x´ y| ď ` and first assuming
that both |x ´ z| and |y ´ z| are even, leaving C be a universal constant changing from line to line, we
have that

qtpz, xq ď

rt{4`cts
ÿ

n“tt{4´ctu

PpNt “ 2nqq2npz, yq ˆ exp

ˆ

C
`ct
t

˙

` Pp|Nt ´ t
2 | ą 2ctq

ď qtpz, yq ˆ

ˆ

1 ` C`

c

log t

t

˙

` 2 expp´2 log tq,

(B.15)

where we have to choose C7 (and hence t) large enough in the assumptions of Proposition B.3 The case
where both |x ´ z| and |y ´ z| are odd is treated similarly, considering 2n ` 1 instead of 2n. If |x ´ z|

is even and |y ´ z| is odd, note that for all n such that tt{4 ´ ctu ď n ď rt{4 ` cts,

PpNt “ 2nq “
2n` 1

t´ 2n
¨ PpNt “ 2n` 1q ď

ˆ

1 ` C

c

log t

t

˙

¨ PpNt “ 2n` 1q,

where a corresponding lower bound holds in order to treat the case where |x ´ z| is odd and |y ´ z| is
even. Hence the result in (B.15) holds regardless of the parity of |x ´ z| and |y ´ z|. Using (B.15), we
obtain that

(B.16)
rp2tctu`1q{`s

ÿ

i“1

ÿ

yPIi

max
xPIi

pqtpz, xq ´ qtpz, yqq ď

rp2tctu`1q{`s
ÿ

i“1

ÿ

yPIi

C`

c

log t

t
qtpz, yq `

1

t

ď C`

c

log t

t
`

ÿ

yPI1

qtpz, yq ď C`

c

log t

t
,

where we used (B.13) and the fact that 1 ď `2 ă t{C7, chose C7 (and hence t) large enough, and let the
value of C change from one line to the next. Substituting (B.14) and (B.16) into (B.12) and feeding the
resulting estimate together with (B.11), into (B.10) yields that

EQrGη0pzqs ď

´

ρ`
ε

2

¯

ˆ

1 ` C
`

?
t

` C`

c

log t

t
`

C
?
t

˙

ď

´

ρ`
ε

2

¯

ˆ

1 ` C`

c

log t

t

˙

,

and the conclusion follows.

We are now ready to give the short proof of Proposition B.3, which combines the above ingredients.

Proof of Proposition B.3. We use the coupling Q defined atop Lemma B.4 and show that Gη0 concen-
trates in order to exploit (B.8). To this end, first note that for all θ ă 1

2 minx qtpx, zq´1,

(B.17) EQreθGη0 pzqs “
ź

iě1

1

1 ´ θqtpxi, zq
.

Observe that only a finite number of factors may differ from 1 (which requires qtpxi, zq ą 0, hence
|xi ´ z| ď t). By (B.8), the probability QpGcq with G “ tηt|rt,H´ts ď ηρ`ε|rt,H´tsu is thus bounded
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from above by

(B.18) QrDz P It : Gη0pzq ą ρ` εs ď H sup
zPIt

QrGη0pzq ą ρ` εs

ď H sup
z

exp
 

´ θ
`

ρ` ε´
ř

iě1 qtpxi, zq
˘

`
ř

iě1 θ
2qtpxi, zq2

(

ď H exp
 

´
pρ`ε´

ř

qq2

4
ř

q2

(

,

using (B.17), the exponential Markov inequality and the inequality logp1 ´ xq ě ´x ´ x2 for |x| ă
1
2 in the second step and optimizing over θ in the third, and abbreviating

ř

qα “
ř

iě1 qtpxi, zqα.
Using (B.13) and then (B.9), we have

(B.19)
ÿ

iě1

qtpxi, zq2 ď
C
?
t

ÿ

iě1

qtpxi, zq “
C
?
t
EQrGη0pzqs

ď
C
?
t

ˆ

K ` 1 ` C8pρ` εq`

c

log t

t

˙

ď
C
?
t

ppK ` 1q ` C8c3εq ď
C

K
?
t
,

where we used the assumptions of Proposition B.3, chose c3 small enough (depending on C8), and let
the value of C change in the last inequality (depending on K ě 1). Moreover,

(B.20) K ` 1 ě ρ` ε´
ÿ

iě1

qtpxi, zq ě
ε

2
´ C8pρ` εq`

c

log t

t
ě
ε

2
´ C8c3ε ě

ε

4
,

provided that c3 is small enough (depending on C8). Substituting the two displays above into (B.18)
provides the asserted upper bound on QpGcq in (B.3). For the other choice of G in (B.3), we bound,
using that logp1 ` xq ě x´ x2{2 for all x ě 0,

(B.21) QrDz P It : Gη0pzq ă ρ´ εs ď H sup
zPIt

QrGη0pzq ă ρ´ εs

ď H sup
z

exp
 

´ θ
`

ε´ ρ`
ř

iě1 qtpxi, zq
˘

` 1
2

ř

iě1 θ
2qtpxi, zq

(

ď H exp
 

´
pε´ρ`

ř

qq2

2
ř

q2

(

,

optimizing again over θ in the last step. We conclude in the same way as for the upper bound.

B.3. Proof of Proposition B.2. The proof of Proposition B.2 follows immediately by combining Lem-
mas B.5-B.9 below, each of which focuses on one specific property among (C.1), (C.2), (C.2.1), (C.2.2)
and (C.3), which are proved in this order. Recall that J “ pK´1,Kq for some K ą 1 and that constants
may implicitly depend on K.

Lemma B.5. Condition (C.1) (with ν “ 1) holds for PCRW.

Proof. Let ρ, ε,H, `, t and η0 be such that the conditions of (C.1) hold. It is straightforward to check
that these imply the conditions for applying Proposition B.3 with p2H, 2εq instead of pH, εq, provided
that C1 is large enough w.r.t. C7, c3 and K. Hence, we can now use Proposition B.3 with p2H, 2εq to
show (C.1).

Let 1 ď `1 ď `. By (B.3) (with an appropriate coupling Q under which η „ Pη0 and ηρ˘ε „ µρ˘ε,
and translating r0, 2Hs to r´H,Hs by means of (P.1)), we have that

(B.22) Pη0

ˆ

for all I 1 Ă r´H ` 2t,H ´ 2ts
of length `1: ˘pηtpI

1q ´ ρ`1q ď 3ε`1

˙

ě 1 ´ 2 exp
´

´c4pρ` εq´1ε2
?
t
¯

´ p˘

where

p˘
def.
“ µρ˘ε

ˆ

there exists an interval I 1 of length `1 included in
r´H ` 2t,H ´ 2ts so that: |ηρ˘εpI 1q ´ pρ˘ εq`1| ě 2ε`1

˙

.

By (P.4) (which holds on account of Lemma B.1) and a union bound over all intervals I 1 Ď r´H `

2t,H ´ 2ts of length `1, we have that p˘ ď 2H expp´c1ε
2`1q. Combining this and (B.22), noting that

c4pρ` εq´1
?
t ě c2` ě c2`

1 if we choose c2 small enough w.r.t. K and c4, yields (C.1).
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Lemma B.6. For everyH, t ě 0, and all η0, η1
0 P Σ such that η0|r0,Hs ě η1

0|r0,Hs, there exists a coupling
Q of η, η1 with respective marginals Pη0 and Pη1

0 such that

(B.23) Q
`

@s P r0, ts, ηs|rt,H´ts ě η1
s|rt,H´ts

˘

“ 1.

Therefore, condition (C.2.1) holds for PCRW with ν “ 1.

Proof. Clearly, (B.23) implies (C.2.1), up to changing H to 2H and translating r0, 2Hs to r´H,Hs

(using (P.1), as established in Lemma B.1). We now show (B.23).
Let H, t ě 0 and η0, η1

0 P Σ be as above. Couple η and η1 by matching injectively each particle of
η1
0pxq to a particle of η0pxq, for all x P r0,Hs, and by imposing that matched particles follow the same

trajectory (and by letting all other particles follow independent lazy random walks).
Since particles can make at most one move (to a neighbouring position) per unit of time due to the
discrete-time nature of the walks, no particle of η1

0 outside of r0,Hs can land in rt,H ´ ts before or at
time t. Thus the event in (B.23) holds with probability 1.

Lemma B.7. Let ρ P pK´1,Kq, ε P p0, pK´ρq ^ρ^1q, and H, `, t P N be such that C7`
2 ă t ă H{2

and pρ ` 3
2εqpt´1log tq1{2` ă c3ε{4. Let η0, η1

0 P Σ be such that for every interval I Ď r0,Hs of length
`, we have η0pIq ě pρ`3ε{4q` and η1

0pIq ď pρ` ε{4q`. Then there exists a coupling Q of η and η1 such
that

(B.24) Qpη1
t|rt,H´ts ď ηt|rt,H´tsq ě 1 ´ 4H exp

`

´ c4pρ` εq´1ε2
?
t{4

˘

.

Consequently, (C.2.2) with ν “ 1 holds for PCRW. Moreover, Q is local in that pη1
t, ηtq|rt,H´ts depends

on the initial conditions pη0, η
1
0q through η0pxq, η1

0pxq, x P r0,Hs, alone.

Proof. We first show how (B.24) implies (C.2.2). Let ρ, ε,H, `, t, η0 and η1
0 satisfy the assumptions

of (C.2.2) (in particular, ` “ tt1{4u). Then they also satisfy the assumptions of Lemma B.7 (with
2H instead of H), upon taking C4 large enough in (C.2.2). By (B.24) applied to r´H,Hs instead
of r0, 2Hs (again using translation invariance, see (P.1), established in Lemma B.1), (3.4) holds with
C3 “ maxp4, c´1

4 K{2q since ρ` ε ď K.
We now proceed to the proof of (B.24). Let ρ, ε,H, `, t, η0 and η1

0 satisfy the assumptions of
Lemma B.7. Then we can apply Proposition B.3 to η0 with pρ ` ε, ε{2q instead of pρ, εq, and the
same values of H, `, t. Similarly, we can apply it to η1

0 with pρ ´ ε, ε{2q instead of pρ, εq. This entails
the existence of two couplings Q1 of pηt, η

ρ`ε{2q and Q2 of pηρ`ε{2, η1
tq, where ηρ`ε{2 „ µρ`ε{2, such

that, abbreviating It “ rt,H ´ ts,

Q1
`

η1
t|It ď ηρ`ε{2|It

˘

^ Q2
`

ηρ`ε{2|It ď ηt|It
˘

ě 1 ´H exp
`

´ c4
4 pρ` ε{2q´1ε2

?
t
˘

.(B.25)

Applying [32, Lemma 2.4] with pX,Y q “ pηt, η
ρ`ε{2q and pY 1, Zq “ pηρ`ε{2, η1

tq, one can ‘chain’ Q1

and Q2, i.e. one obtains a coupling Q of pηt|It , η
ρ`ε{2|It , η

1
t|Itq such that the pair pηt|It , η

ρ`ε{2|Itq has
the same (marginal) law as under Q1 and pηρ`ε{2|It , η

1
t|Itq has the same law as under Q2; explicitly, a

possible choice is

Q
`

ηt|It “ µA, η
1
t|It “ µB, η

ρ`ε{2|It “ µC
˘

“ Q1
`

ηt|It “ µA
ˇ

ˇ ηρ`ε{2|It “ µC
˘

¨ Q2
`

η1
t|It “ µB

ˇ

ˇ ηρ`ε{2|It “ µC
˘

¨ Q1
`

ηρ`ε{2|It “ µC
˘

,

with µA, µB, µC ranging over point measures on It. On account of [32, Remark 2.5,2)] applied with the
choices ε1 “ 1 ´ Q1pη1

t|It ď ηρ`ε{2|Itq and ε2 “ 1 ´ Q2pηρ`ε{2|It ď ηt|Itq, Q has the property that
Qpη1

t|It ď ηt|Itq ě 1´ ε1 ´ ε2. In view of (B.25), (B.24) follows. The asserted locality of Q is inherited
from Qi, i “ 1, 2, due to Proposition B.3 (used to define Qi).

Lemma B.8. Condition (C.2) with ν “ 1 holds for PCRW.
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Proof. Let ρ P pK´1,Kq, ε P p0, 1q, H1,H2, t, ` P N, and η0, η1
0 P Σ be such that the conditions

of (C.2) hold. We proceed by a two-step coupling similar to the one in Lemma 6.9 and first give a short
overview of both steps; cf. also Fig. 7. In the first step, we couple η and η1 during the time interval r0, t1s,
with t1 :“ `4, using the coupling of Lemma B.7 on r´H2,H2szr´H1,H1s and the coupling given in
Lemma B.6, making sure that these couplings can be simultaneously performed on disjoint intervals. As
a result, we get that ηt1pxq ě η1

t1pxq for all x P r´H2`t1,H2´t1s, except possibly within two intervals
around ´H1 and H1, of width Opt1q.

In the second step, during the time interval rt1, ts, we couple the particles of η1 on these intervals
with "additional" particles of ηt1zη1

t1 on r´H2,H2s (using that the empirical density of η1 is slightly
larger than that of η on r´H2,H2s by (C.1)), using Lemma B.7. This ensures that with large enough
probability, all these particles of η1 get covered by particles of η within time t´ t1, without affecting the
coupling of the previous step by the Markov property.

Step 1: choosing C2 large enough (in a manner depending on K,C7 and c3), as we now briefly
explain, the conditions of Lemma B.7 hold for η0, η1

0, with pH, `, tq “ pH2 ´ H1 ´ 1, `, t1q up to
translating r0,Hs in either of the intervals r´H2,´H1 ´ 1s or rH1 ` 1,H2s. Indeed, the choice t1 “ `4

and the assumptions in (C.2) yield that

pρ` 3ε{2qpt´1
1 log t1q1{2` ď pK ` 2q`´1{2 ď pK ` 2qε{

a

C2 ď c3ε{4,

where we choose C2 large enough depending on c3 and K.
During the time interval r0, t1s, we apply Lemma B.7, which we now know is in force, simultaneously

on r´H2,´H1 ´ 1s and rH1 ` 1,H2s. This is possible owing to the locality property stated as part
of Lemma B.7 (see below (B.24)), since the couplings involved rely independently on the particles of
η0pr´H2,´H1 ´ 1sq and η1

0pr´H2,´H1 ´ 1sq, and those of η0prH1 ` 1,H2sq and η1
0prH1 ` 1,H2sq

respectively. Moreover, by suitable extension of this coupling we can also couple, during the interval
r0, t1s, the particles of η0pr´H1,H1sq and η1

0pr´H1,H1sq in the following way: match injectively each
particle of η1

0pxq to a particle of η0pxq, for all x P r´H1,H1s, and impose that matched particles follow
the same trajectory (note that this is precisely the coupling underlying the statement of Lemma B.6).

From the construction in the previous paragraph, the four groups of particles η0pZzr´H2,H2sq,
η0pr´H2,´H1 ´ 1sq, η0pr´H1,H1sq and η0prH1 ` 1,H2sq evolve independently under Q, and within
each group the particles themselves follow independent lazy simple random walks. Hence under Q,
during r0, t1s, we have indeed η „ Pη0 , and by a similar argument that η1 „ Pη1

0 .
Now consider the events E1 “ t@x P r´H1 ` t1,H1 ´ t1s, @s P r0, t1s, ηspxq ě η1

spxqu and
E2 “ t@x P r´H2 ` t1,´H1 ´ 1 ´ t1s Y rH1 ` 1 ` t1,H2 ´ t1s, ηt1pxq ě η1

t1pxqu declared under Q.
By Lemmas B.6 and B.7, respectively, we have that

(B.26) QpE1q “ 1 and QpE2q ě 1 ´ 8pH2 ´H1q exp
`

´ c4pρ` εq´1ε2`2{4
˘

.

Then, define (still under Q) two further events

E3 “
 

for all intervals I Ď r´H2 ` 2t1,H2 ´ 2t1s of length `2 : η1
t1pIq ď pρ` 2ε{5q`2

(

E4 “
 

for all intervals I Ď r´H2 ` 2t1,H2 ´ 2t1s of length `2 : ηt1pIq ě pρ` 3ε{5q`2
(

.

We apply condition (C.1), which holds by Lemma B.5 to η1 with pρ, ε, `, `1,H, tq “ pρ`ε{5, ε{20, `, `2, 2H2, t1q,
and to η with pρ, ε, `, `1,H, tq “ pρ ` 3ε{4, ε{20, `, `2, 2H2, t1q. A straightforward computation proves
that the necessary conditions are implied by the assumptions in (C.2). This yields

(B.27) QpE3 X E4q ě 1 ´ 16H2 expp´c2ε
2`2{400q.

Step 2: since E1 holds with full Q-measure, we can, as in Lemma B.6, pair injectively each particle of
η1
t1pr´H1 ` t1,H1 ´ t1sq to one of ηt1 on the same site, and impose by suitable extension of Q that
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paired particles follow the same trajectory during rt1, ts, all pairs being together independent. We obtain
in this way that

(B.28) Q
`

@s P r0, ts, ηs|r´H1`t,H1´ts ě η1
s|r´H1`t,H1´ts

˘

“ 1.

To complete the construction of Q it remains to describe the trajectory of the particles of η1
t1pZzr´H1 `

t1,H1 ´ t1sq and ηt1pZzr´H1 ` t1,H1 ´ t1sq, and those of ηt1pr´H1 ` t1,H1 ´ t1sq that were not
paired. On pE1 X E2 X E3 X E4qc, let all these particles follow independent lazy simple random walks
during rt1, ts, independently from the particles paired at (B.28). On pE1 X E2 X E3 X E4q Ď pE1 X E2q,
note that ηtpxq ě η1

tpxq for all x P r´H2 ` t1,H2 ´ t1szI1, where

I1 “ r´H1 ´ t1,´H1 ` t1 ´ 1s Y rH1 ´ t1 ` 1,H1 ` t1s.

We pair injectively each particle of η1
t1pr´H2 ` t1,H2 ´ t1szI1q to one of ηt1 on the same site, and

impose by suitable extension of Q that paired particles follow the same trajectory during rt1, ts, all pairs
being together independent.

For convenience, we introduce

rηt1pxq “ ηt1pxq ´ η1
t1pxq1txPr´H2`t1,H2´t1szI1u

rη1
t1pxq “ η1

t1pxq1txPI1u,
(B.29)

which denote the number of particles of ηt1 and η1
t1 at position x P Z whose trajectory has not yet been

described. It thus remains to cover the particles of rη1 by those of rη by time t. Let us first explain the
reasoning to establish this covering. Note that the two intervals making up I1 escape to our couplings
during r0, t1s, so that we can only guarantee that the empirical density of rη1

t1 is lower than ρ` 2ε{5, see
E3. Fortunately, E3 and E4 ensure that the empirical density of rηt1 is at least ε{5 on r´H2`t1,H2´t1szI1,
which is much wider than I1. We thus apply Lemma B.7 with a mesh much larger than |I1| “ 4t1 in
order to ’dilute’ the particles of rη1

t1 . By making this coupling independent of the other particles of η, η1

previously paired, we will ensure that both η and η1 have the correct PCRW marginals.
We now formalise this coupling. By choosing C2 large enough, one can check, via a straightforward
computation, that the assumptions in (C.2) imply the necessary conditions to apply Lemma B.7 for η
and η1 of on r´H2 ` 2t1,H2 ´ 2t1s with pH, `, t, ρ, εq “ p2H2 ´ 4t1, `

5, t´ t1, ε{40, ε{50q. Hence by
Lemma B.7, we can extend Q such that

the trajectories of the particles of rηt1`¨ and

rη1
t1`¨ are independent of those paired at (B.28),

(B.30)

and such that (using that ε ă 1), on the event E1 X E2 X E3 X E4,

(B.31) Q
`

rηt|r´H2`2t,H2´2ts ě rη1
t

ˇ

ˇ

r´H2`2t,H2´2ts
| pηs, η

1
sqsPr0,t1s

˘

ě 1 ´ 8H2 exp
`

´c4ε
2
?
t´ t1{104

˘

.

Let us check that Step 2 yields the marginals η „ Pη1 and η „ Pη1
1 during rt1, ts (we have already seen

in Step 1 that η „ Pη0 and η „ Pη1
0 during r0, t1s so that the Markov property (P.1) will ensure that

η „ Pη0 and η „ Pη1
0 during r0, ts). Remark that the events Ei, 1 ď i ď 4 are measurable w.r.t. the

evolution of η and η1 until time t1. On pE1 X E2 X E3 X E4qc, by (B.28) and the paragraph below (B.29),
it is clear that all particles of ηt1 follow independent lazy simple random walks, and that the same is true
for η1

t1 . On E1 X E2 X E3 X E4, (B.30) and Lemma B.7 ensure that this is also the case. Therefore, we
have indeed that η „ Pη1 and η „ Pη1

1 .
Finally, we explain how to derive (C.2) from our construction. Note that (3.1) immediately follows

from (B.28) (with full Q-probability). As for (3.2), we have

(B.32) Q
def.
“ Qpηt|r´H2`6t,H2´6ts ě η1

t|r´H2`6t,H2´6tsq

ě Qprηt|r´H2`2t,H2´2ts ě rη1
t|r´H2`2t,H2´2tsq
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by (B.28) and (B.29). Thus, by combining (B.26), (B.27), (B.31) and (B.32), we get

Q ě 1 ´ QpEc
2 Y Ec

3 Y Ec
4q ´ 8H2 exp

`

´c4ε
2
?
t´ t1{10000

˘

ě 1 ´ 32H2 exp
`

´c2ε
2`{64

˘

ě 1 ´ 5C3`
4H2 exp

`

´ ε2`{p2C3q
˘

,

choosing C2 and C3 large enough (w.r.t. K, c2 and c4). This yields (3.2) and concludes the proof, since
(3.1) is implied by Lemma B.6.

Lemma B.9. Condition (C.3) (with ν “ 1) holds for PCRW, the constraint on k with the pre-factor 48
now replaced by 24pK ` 1q.

Remark B.10. The modification of the pre-factor appearing in the constraint on k is inconsequential for
our arguments (and consistent with SEP where one can afford to choose K “ 1 since J “ p0, 1q).
Indeed (C.3) is only used at (5.58), where this modified condition on k clearly holds for L large enough
(K being fixed).

Proof. We adapt the proof of Lemma 6.10. Let H, `, k ě 1, ρ P p0,Kq, ε P p0,K ´ ρq and η0, η1
0

be such that the conditions of (C.3) hold. We can thus pair injectively each particle of η1
0pr´H,Hsq to

one particle of η0pr´H,Hsq located at the same position. Moreover, y assumption there is at least one
particle of η0pr0, `sq that is not paired. For s ě 0, denote Zs the position of this particle at time s.

Let Q be a coupling of η and η1 during r0, `s such that paired particles perform the same lazy simple
random walk (independently from all other pairs), and all other particles of η0 and η1

0 follow independent
lazy simple random walks (which yields the marginals η „ Pη0 and η1 „ Pη1

0). As in Lemma B.6, we
get that

(B.33) Q
`

@s P r0, `s, ηs|r´H``,H´`s ě η1
s|r´H``,H´`s

˘

“ 1

and (3.6) follows.
It remains to show (3.5). Assume for convenience that ` is even (the case ` odd being treated in

essentially the same way). Similarly as in the proof of Lemma 6.10, we get that

(B.34) Qpη`pxq ą 0, η1
`pxq “ 0q ě QpZ` “ x, η1

`pxq “ 0q,

for x “ 0, 1. Note that by our construction, the two events tZ` “ xu and tη1
`pxq “ 0u are independent.

Clearly, we have that for both x “ 0, 1,

(B.35) QpZ` “ xq ě 4´`.

Note that there is no parity issue in (B.35) because Z performs a lazy random walk. Moreover, since
η1
0pr´3`` 1, 3`sq ď 6pρ` 1q` by assumption and since no particle outside r´3`` 1, 3`s can reach 0 by

time `, it follows that at time ` ´ 1, there are at most 6pρ ` 1q` particles of η1
0 in r´1, 1s, and each of

them has probability at least 1{2 not to be at x P t0, 1u at time `. Hence

(B.36) Qpη1
`pxq “ 0q ě 2´6pρ`1q`.

Putting together (B.34), (B.35) and (B.36), we get that the probability on the left of (B.34) is bonded
from below by p2eq´6pρ`1q`, whence (3.5).
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