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A B S T R A C T

The complexity of comprehensive ocean models poses an important question for parameterisations: is there
a minimum set of equations that should be parameterised, on the one hand, to reduce the development to
a minimum, and, on the other hand, to ensure an accurate representation of large-scale flow patterns? This
work seeks to answer the question to assist modern parameterisations be more selective in their targets. For
this, we considered a model of the North Atlantic and studied contributions of different model equations to
the accuracy of representation of the Gulf Stream at low resolution. Our results suggest that one should focus
on parameterising the tracer equations for temperature and salinity, and may leave the other equations in the
hydrodynamic part, as well as the atmospheric model unmodified. They also suggest that parameterisations
representing only Kinetic Energy Backscatter cannot be fully efficient and the main focus should be shifted
towards developing parameterisations of combined Potential/Kinetic Energy Backscatters.
1. Introduction

The development of parameterisations for comprehensive ocean
models encounters significant challenges not only because of the
chaotic nature of the flow but also because of the complexity of the
models themselves. Typically, modern ocean models are coupled with
atmospheric models and consist of many equations. This raises an im-
portant question: Which equations should be parameterised first of all?
Many modern parameterisations for both comprehensive and idealised
ocean models (e.g., Duan and Nadiga (2007), Frederiksen et al. (2012),
Jansen and Held (2014), Mana and Zanna (2014), Cooper and Zanna
(2015), Grooms et al. (2015), Berloff (2015, 2016, 2018), Danilov
et al. (2019), Ryzhov et al. (2019), Jansen et al. (2019), Bachman
(2019), Cotter et al. (2019), Juricke et al. (2020a,b), Ryzhov et al.
(2020), Cotter et al. (2020a,b,c)) target the momentum equation and
try to fix the kinetic energy backscatter mechanism to ensure energy-
consistent parameterisations, while avoiding parameterisations in the
tracer equations (temperature and salinity). The Gent–McWilliams
parameterisation (Gent and Mcwilliams, 1990), on the contrary, aims
at reproducing eddy effects of baroclinic instability by flattening the
isopycnals and deducing the corresponding bolus fluxes to be taken
into account for transport of mass and tracers. Note that typically the
range of applicability of the eddy backscatter parameterisation and
Gent–McWilliams parameterisation is different. The former addresses
eddy-permitting models while the latter addresses non-eddy resolving
models.
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In this paper we show that parameterising only the momentum part
leads to an insurmountable degradation of the large-scale fields in the
tracer equations and therefore requires an additional parameterisation
for the latter. On the other hand, a parameterisation only in the tracer
equations may be enough to preserve large-scale flow structures.

2. Model configuration and augmentation

We use the Massachusetts Institute of Technology general circula-
tion model (MITgcm) (Marshall et al., 1997) with the North Atlantic
configuration similar to the one in Jamet et al. (2019). At the sur-
face, the oceanic model is coupled with an atmospheric boundary
model (Marshall et al., 1997; Deremble et al., 2013). We integrate the
coupled model at two different horizontal resolutions, namely 1∕12◦

and 1∕3◦, and refer to the higher-resolution solution projected onto
the coarse grid (Fig. 1a) as the ‘‘truth’’ (or ‘‘true solution’’), and to the
solution computed on the coarser grid as the coarse solution (Fig. 1b).
Note that both the oceanic and atmospheric models are implemented
with the same resolution. The model was initially spun up from the
state of rest over the time interval of 5 years. Formally, the initial
condition for all our subsequent solutions is the truth at midnight on 01
January 1963. Note that for the purposes of this study it is not essential
that the initial state of the ocean circulation is in the statistically
equilibrated regime.

As seen in Fig. 1, the coarse-grid model fails to preserve the large-
scale flow pattern of the Gulf Stream, and especially of its eastward
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Fig. 1. Instantaneous surface relative vorticity 𝜁 = 𝑣𝑥 − 𝑢𝑦 [1/s] for (a) the truth, (b) coarse solution started from the true initial condition, (c) the difference between (a) and (b).
Snapshots are taken after (top panels) 7 and (bottom panels) 30 days of simulations. Note that all the fields in this figure and figures below are plotted on the coarse grid.
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jet extension. Namely, the Gulf Stream is gradually degraded, and
is substantially dampened after only 30 days; the same is observed
for temperature and salinity (not shown). This situation is typical for
low-resolution solutions, and usually attributed to the inability of the
coarse-gridded numerical equations to capture effects of the unresolved
small-scale dynamics on the resolved large scales as well as excessive
numerical damping and mixing. The small-scale effects can potentially
be parameterised, but which of the involved equations are to be priori-
tised in terms of parameterisations, given that we are interested in both
minimising computational costs and achieving a reasonably accurate
representation of large-scale flow patterns? In order to answer this
question, we augmented different equations of the coarse-grid model
and studied how this affected the large-scale flow patterns (with the
focus on the Gulf Stream extension; not to be mentioned again).

The idea behind the implemented augmentation is to correct the
coarse solution towards the true one using the available ‘‘true-solution’’
information (e.g. Berloff (2005a,b)). The corrected (i.e., augmented)
solution 𝜙𝐴 is computed as follows:

𝜙𝐴 ∶= 𝜙 + 𝜂(𝜙 − 𝜙) , (1)

where 𝜙 is the coarse solution, 𝜙 is the true solution (the high-
resolution solution coarse-grained to the low resolution), and 𝜂 is the
ugmentation amplitude, and the augmentation is performed at the
nd of every augmentation step (6 h). Note that we augment the
ull solution to the corresponding equation (not particular terms in
he equation). In the oceanic model we augment the solutions to the
omentum equation and tracer equations. In the atmospheric model,

tmosphere boundary layer temperature and specific humidity are
ugmented. Occasionally, we use the term ‘‘augment an equation’’ to
ean ‘‘augment the solution of that equation’’. In fact, augmentation

an be considered as the perfect parameterisation that uses all available
nformation and produces a coarse solution matching up the truth.
 g

2

. Numerical results

Our goal is to maintain the Gulf Stream in the coarse-grid model by
ugmenting a minimal set of equations. For this, we carried out a series
f simulations and studied how augmentation of different equations
n the model influences the solution. First, we only augmented the
omentum equation and the atmospheric model, and looked at how

his affected other variables, such as temperature, salinity, and sea
urface height (Fig. 2).

As seen in Fig. 2, the augmentation of only the momentum equation
nd the atmospheric model results in significant degradation of tem-
erature and salinity, but leads to almost no error in the momentum
quation as expected (see the surface relative vorticity in Fig. 2).
lthough the Gulf Stream separation point is still in place, the entire

low is inhibited. Namely, the Gulf Stream in the augmented model is
horter and weaker (it is seen in the temperature and salinity fields)
ompared to the reference solution. It suggests that the corresponding
ndividual parameterisations would not be sufficient. At the same time
he sea surface height equation can be left unparameterised, because
ts augmentation produces insignificant changes (not shown). However,
e found that the coarse model can maintain the Gulf Stream with
ugmentation of only the tracer equations (Fig. 3), and there is no need
o augment the other equations. Moreover, this augmentation can be
mplemented only locally in the Gulf Stream region (Fig. 3), and the
esult is qualitatively the same.

We also studied effects of augmenting each tracer equation sep-
rately and found that it leads to very substantial and fast (on the
cale of a month) degradation of the solution. In this case the solution
ecomes quickly contaminated with high-frequency waves which ruin
ts large-scale structure. Therefore, we conclude that both temperature
nd salinity equations are to be augmented simultaneously, in order
o have the density field augmented correctly. This can be used as a

eneral guidance on how to shape up a good parameterisation.
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Fig. 2. Shown is instantaneous surface relative vorticity 𝜁 = 𝑣𝑥 − 𝑢𝑦 [1/s], sea surface temperature [◦C], sea surface salinity [g]/kg], and sea surface height [m] for (a) the
ruth, (b) coarse solution (with the augmented momentum equation and atmospheric model, the augmentation amplitude is 𝜂 = 1) started from the true initial condition, (c) the
ifference between (a) and (b); snapshots are taken after (top panels) 1 and (bottom panels) 3 months of simulations.
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Let us now focus on the augmentation of both tracer equations
imultaneously. The analysis of kinetic and potential energies (KE and
E, respectively) shows that the augmentation injects only PE, and the
esulting PE distribution remains close to that of the truth (Fig. 4). Since
he augmentation adds energy, this process is to be balanced by the
dditional dissipation of the KE, and this requires additional PE-into-KE
nergy conversion. We confirmed that this conversion indeed happens
 b

3

nd is achieved by more pronounced correlations (vector alignment)
etween the flow velocity and pressure gradient. PE-into-KE energy
onversion happens via the pressure gradient term multiplied by the
elocity vector. We have compared the global integral of this term for
he reference and augmented solutions (not shown) and found that it is
he largest in the augmented solution. This happens because the angle
etween the velocity and pressure-gradient vectors deviates farther
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Fig. 2. (continued).
from 𝜋∕2 (on average). PE-into-KE energy conversion seems to be incor-
rectly represented by the model due to the lack of resolution; still the
PE-into-KE route is more important and probably works better than the
KE-into-PE route. Overall, conversion of PE into KE in the augmented
solution is larger by an order of magnitude. Viscous dissipation is about
3 times larger than in the true solution because of the excessive velocity
values and gradients on mesoscales — this suggests that augmentation
of the tracer equations can be accompanied by increased eddy viscosity
that should help to drain the excessive kinetic energy out of the system.
4

However, more research is needed to understand what the best course
of action is.

4. Conclusions and discussion

In this work we have considered a comprehensive ocean model
coupled with an atmospheric model in the North Atlantic configuration
and characterised by different spatial resolutions. We studied how
augmentation of different equations of the coarse-grid model influences
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Fig. 3. Instantaneous surface relative vorticity 𝜁 = 𝑣𝑥 − 𝑢𝑦 [1/s] for (a) the truth, (b) coarse solution with augmentation of temperature and salinity (the augmentation amplitude
s 𝜂 = 1), (c) the difference between (a) and (b). Snapshots are taken after (top panels) 1 and (bottom panels) 12 months of simulations. From comparison, we found that the
ugmentation can be local (only in the Gulf Stream region) but still successful.
he large-scale circulation, with the particular focus on the Gulf Stream
nd its eastward extension. We found that augmentation of only the
omentum equation and the atmospheric model leads to insurmount-

ble degradation of the tracer fields (temperature and salinity) and,
herefore, requires additional augmentation of them. These findings
lso echo the results in Stanley et al. (2020) showing that unresolved
5

temperature and salinity fields can produce significant errors in the
density field, thus, affecting the momentum equation via the pressure
gradient force.

When we correct the momentum equation at some time step, its
predicted velocity will be correct correct. However, velocity acting in
the tracer equation remains uncorrected on this iteration. Besides, the
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Fig. 4. Augmentation of the temperature and salinity equations in the Gulf Stream region. Dependence of 800-metre depth-averaged kinetic (left) and potential (right) energies
n the augmentation amplitude 𝜂; units are [m2∕s2].
advection operator in the tracer equation generates its own errors, as it
operates on the coarse grid. The resulting errors in this time step may
appear to be small, but can and are found to be dynamically significant.
One of the messages of our study is the illustration of the critical
importance of even small errors in the tracer equations. Moreover,
if only one of the tracer equations is augmented, then the solution
becomes quickly contaminated with high-frequency waves and the
large-scale flow structure is ruined. The augmentation of tracers implies
that the tracer advection is correct, including both its Eulerian and
eddy bolus components. Augmentation of the momentum corrects the
Eulerian component of the velocity but not the eddy bolus advection
of the tracer. Therefore, the tracer augmented simulation has the bolus
advection, and the momentum augmented simulation does not. This
is a plausible explanation for why the tracer augmented simulation
performs better.

Augmentation of only the tracer equations is sufficient for preserv-
ing the large-scale flow, whereas there is no need for parameterising
the other oceanic equations and the atmospheric model. Moreover, the
augmentation of the tracer equations can be accompanied by increased
eddy viscosity to drain the excessive kinetic energy out of the system.
Note that this energy draining is opposite to the KE backscatter idea,
whereas the crucially important PE injection can be interpreted as the
‘‘PE backscatter’’. Our results suggest that parameterisations represent-
ing only KE backscatter cannot be fully efficient and the main focus
should be shifted towards developing parameterisations of combined
PE/KE backscatters.

Overall, our findings suggest that it may be sufficient for parameter-
isations of comprehensive ocean models to target only the thermody-
namic tracer equations. Note that if the goal is parameterisations based
on closures then these suggestions are hardly valid as our approach
cannot be used to close the model. However, given the fact that data-
driven parameterisations are picking up speed, our results suggest that
parameterising tracers instead of momentum yields better results.

Our approach was deliberately taken to be the ‘‘upper bound’’, in
the sense that we used complete information and targeted the full flow.
Using incomplete information about the eddy effects would be a useful
future research program aiming to separate from each other more and
less important aspects of the eddy effects. Obviously, practical param-
eterisations cannot handle everything and should focus on the most
important aspects. Furthermore, although we targeted the full flow, we
demonstrated that the most important statistical characteristics — time
mean circulation and stratification — become unavoidably degraded
without augmentation of the dynamical tracers. Considering second-
moment statistics would be a natural extension of the analyses, but this
goes beyond the scope of the present short communication.
6

Let us now have some critical discussion of the results and con-
clusions. Conceptually, it might be possible to achieve better results
with first improving the temperature and salinity equations, but in
practice development of a successful parameterisation can be a lot more
complicated due to many important nonlinear feedbacks in the system.
Moreover, our augmentation affects all scales whereas the classical
parameterisation approach focuses on specific scales and physical pro-
cesses (Williams et al., 2016) — this difference needs to be recognised
and taken into account. Improvements in the North Atlantic model
may come from improved representation of mesoscale dynamics or
better resolved boundaries and bathymetry, or may be due to the
improved vertical resolution, surface forcing, and better numerics.
Besides, the presented results may also be resolution-dependent (like
Gent–McWilliams parameterisation and kinetic energy backscatter) and
domain-dependent, and exploring this is left for the future.

We hope that our study will raise many new research questions.
For example, we did not separate eddies from non-eddies and treated
all motions nominally resolved on the 1∕3◦ grid as the large scales. In
the future it will be useful to introduce some spatial filtering (Agarwal
et al., 2021) or dynamical reconstruction (Berloff et al., 2021) for
separating eddies from non-eddies (even though this separation is
non-unique and raises many other issues) and to augment only the
large-scale circulation, while monitoring what happens with the eddies.
Alternatively, one can augment only the eddies and see whether in this
case their (under)resolved dynamics will be capable of augmenting the
large scales. The other useful future avenue is to understand by which
process the added potential energy is converted into the kinetic energy,
when only the tracer equations are augmented.
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