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ABSTRACT

The authors study the dynamics of a two-layer approximation to the steadily forced baroclinic circulation in
a closed ocean basin with the aim of understanding its temporal variability and the onset of low-frequency
variability. It is found that, for a range of dissipation that includes values used in a number of ocean modeling
studies in the past five years, if one waits a sufficient length of time, the asymptotic behavior of the system is
characterized by only a very small number of degrees of freedom. By varying the dissipation as a control
parameter, the authors identify abrupt transitions in the form of the long-term circulation exhibited by the model.
One type of transition, from a time-varying circulation dominated by two frequencies to a chaotic circulation,
is accompanied by the appearance of low-frequency variability. This constitutes an internal mechanism for the
production of variability at climatological timescales. The model used is a two-layer, quasigeostrophic model
forced by a steady wind stress with a uniform cyclonic curl. Dissipation is modeled by a lateral diffusion of
momentum with a uniform eddy viscosity. In two sets of experiments with two internal deformation radii and
layer depth ratios, the eddy viscosity is varied and the types of circulation that result are reported. The stable
steady circulation seen in the viscous limit gives way to time-dependent circulations of increasing temporal
complexity. Spatialy, the circulations fall into two types, those dominated by large recirculating gyres in the
western part of the basin and those with a strong (and strongly meandering) peripheral current reminiscent of
that seen in the Black Sea. From an examination of the linear eigenmodes of the steady circulation, the initial
transition to time dependence may be characterized as a baroclinic instability of the western recirculation gyre.
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1. Introduction

Linear theory has long been valued for its ability to
illuminate the physical mechanisms behind the onset of
time dependence in physical systems. An exampleisthe
use by Bryan (1963) and lerley and Young (1991) of
the notion of the shear instability of a long western
boundary current to explain the onset of time depen-
dence in barotropic models of the wind-driven ocean
circulation. In modern eddy-resolving general circula-
tion models of the ocean circulation, the time depen-
dence that is observed is complicated, and estimates of
the effective Reynolds numbers for such flows indicate
that they should be strongly nonlinear. It is the nonlin-
earity of the flow that is responsible for the complicated
time dependence. In this paper, we explore how the
baroclinic circulation in a small closed basin evolves
increasingly complicated temporal variability asthelev-
el of dissipation in the model decreases. Two significant
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points emerge. The first is that if one waits sufficiently
long for transients to die away, then for a wide range
of parameters, the circulation settles down to aflow with
only a small number of degrees of freedom. The as-
sociated temporal variability is then either periodic,
quasiperiodic, or characterized by a** strange attractor.”
The second main point is that the transition to chaotic
flow is accompanied by the introduction of very low
frequency variability; the wind driven circulation con-
tains a natural, internal mechanism for producing vari-
ability at long timescales including climatological
timescales. In addition, we note that parameter regimes
exist in which multiple stable time-dependent circula-
tions can be realized according to the choice of initial
conditions.

The complicated time-dependent behavior of a two-
layer quasigeostrophic GCM with double-gyre wind
stress forcing, a free-slip boundary condition on the
lateral walls, and both horizontal and bottom friction
was studied by Holland (1978), who showed the im-
portance of mesoscale eddies in the dynamics of the
wind-driven ocean. The model circulation was in sta-
tistical equilibrium and contained a mesoscale eddy
field, interacting with the time-mean flow. The circu-
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lation averaged over alarge time contained an eastward
jet separating the northern and southern gyres. The ed-
dies appeared as a result of internal instabilities. Due
to the high Reynolds numbers of these experiments, the
instantaneous eddy fields were too complicated to be
analyzed, but it was noticed that the eddies transferred
energy from the upper layer to the lower. This energy
transfer limited the amplitude of the upper-layer cir-
culation and established a time-mean circulation in the
lower layer.

lerley and Sheremet (1995) studied a barotropic cir-
culation in a square basin with single-gyre wind forcing
and free-slip boundary conditions on the lateral walls
and found multiple steady equilibria. One of the steady
solutions in that case had relatively weak recirculation
in the northeastern corner of the basin (anticyclonic
wind stress curl was used in that study) and a well-
developed western boundary intensification. Another
solution was a strongly nonlinear basin-filling gyre rem-
iniscent of a Fofonoff inertial solution (Fofonoff 1954).

A linear stability analysis (Sheremet et al. 1997) of
the steady, barotropic, single-gyre circulation with no-
slip conditions at the meridional walls and free-slip con-
ditions at the latitudinal walls showed that the most
unstable eigenmode of the more realistic, viscous cir-
culation solution with weak recircul ation, which appears
first as the Reynolds number is increased, is trapped at
the western wall. Time-dependent solutions of this prob-
lem were studied by Kamenkovich et al. (1995) and
Sheremet et al. (1995). In these works, it was shown
that at a critical Reynolds number, Re,, the trapped ei-
genmode becomes a growing mode and the circulation
experiences an oscillatory instability that gives rise to
stable periodic solutions (a Hopf bifurcation: e.g., Dra-
zin 1992). For arange of the Reynolds numbers above
this critical value, the flow is periodic, but at Re, >
Re,, another frequency appears in the time-dependent
solution. At some larger Re the flow became aperiodic.

Meacham and Berloff (1997, hereafter MB1) exam-
ined a similar problem, that of a barotropic circulation
in arectangular basin driven by single-gyrewindforcing
that differed in the use of no-slip boundary conditions.
In that work, only a single family of steady states was
observed. These resembled the viscous circulation so-
lutions with weak recirculation found by lerley and
Sheremet (1995) but with some structural differences.
In a linear stability analysis (Meacham and Berloff
1998, manuscript submitted to J. Mar. Res.) these so-
lutions were found to have two modes of instahility,
depending on the basin aspect ratio and the strength of
the forcing. One mode, prevalent in a basin with a suf-
ficiently large meridional extent, is a western boundary
current instability of the type discussed by lerley and
Young (1991). The second is a more complicated in-
stability involving the inertial recirculation region and
the Moore wave (Moore 1963; Pedlosky 1987). Mea-
cham and Berloff (1998, manuscript submitted to J.
Mar. Res.) also observed resonances between the in-
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stabilities of the steady circulation and the normal
modes of the basin.

Cessi and lerley (1995) extended the results of lerley
and Sheremet (1995) on barotropic circulation with free-
dlip boundary conditions by considering double-gyre
wind forcing. Cessi and lerley showed that, for some
range of parameters, the circulation possesses multiple
steady states. Some of the steady states are perfectly
antisymmetric solutions in which the strength of the
cyclonic gyreisequal to the strength of the anticyclonic
one. Other solutions appear in pairs. Each member of
the pair may be obtained by applying the quasigeo-
strophic symmetry y — —vy, 4y - — i to the other mem-
ber of the pair, but each solution is not itself invariant
under this symmetry. One of the pairs corresponded to
strongly nonlinear inertial recirculation gyres (one is
cyclonic and another is anticyclonic), which filled the
whole basin and had unrealistically large velocities.

Jiang et al. (1995) and Speich et al. (1995) found
multiple steady states and periodic solutionsin adouble-
gyre 1%-layer shallow-water model with both free-slip
and no-slip boundary conditions on the lateral walls.
Periodic solutions in that case arose from the steady
states by Hopf bifurcations. The periodic oscillation was
related to the appearance and nonlinear saturation of
multipole vortices. These vortices interacted with each
other and with the eastward jet that resulted from the
confluence of the two western boundary currents. When
the control parameter was shifted farther from the crit-
ical Hopf bifurcation value, the periodic solution be-
came unstable and the circul ation behaved aperiodically.
The power spectrum of the aperiodic solution had sev-
eral low-frequency spikes associated with interannual
variability.

Strongly time-dependent and chaotic circulation was
studied by McCalpin and Haidvogel (1996) in an equiv-
alent-barotropic (reduced-gravity 1':-layer quasigeo-
strophic) model driven by a double-gyre wind stress
(free-dlip boundary conditions were used on the walls).
In that case, the system had several preferred statesdis-
tinguished by total energy levels and circulation pat-
terns. Low-frequency variability in the model was as-
sociated with transitions between these preferred states.
One of the states had relatively high energy with the
eastward jet penetrating deeply into the interior of the
basin. Meanders and rings were weak for that state and
the overall circulation was characterized as quasi-stable.
The low energy state had ajet with a significantly short-
er zonal extent and was characterized by strong me-
andering and eddy formation. The state of intermediate
energy was associated with a modest generation of me-
anders and eddies. In that case, the extent of the east-
ward jet was shorter than in the high energy state but
longer than in the low energy state.

Recently, the works of MB1 and Berloff and Mea-
cham (1997, hereafter BM 1) contributed to the study of
the wind-driven circulation by finding a variety of the
low-dimensional attractors of the flow, that is, stable
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but, in general, time-dependent circulation patternswith
a temporal variability that could be characterized by
only a few active degrees of freedom. In MB1 the cir-
culation model was barotropic; in BM1 it was equiva-
lent-barotropic. Both models used single-gyre wind
stress forcing and no-slip boundary conditions. In BM1
and MB1, the models were thought of as large-dimen-
sional forced and dissipative dynamical systems. The
attractors of such systems are important in determining
the intrinsic timescales and spatial patterns of the time-
dependent flow. In addition to a single branch of steady-
state circulations (fixed points), arich structure of more
complicated, low-dimensional, large-time asymptotic
attractors was found for a wide range of the control
parameters. When viewed in phase space, these attrac-
tors included limit cycles, tori, and fractal (chaotic) at-
tractors. A limit cycle corresponds to a periodic oscil-
lation of the flow. Tori yield either quasiperiodic oscil-
lations with two or three dominant frequencies or phase-
locked periodic orbits (Drazin 1992). A fractal attractor
is associated with deterministically chaotic behavior of
the flow. For some ranges of the control parameters,
multiple stable attractors coexist. The bifurcations |ead-
ing from one attractor to another, as the parameters are
varied, were found to be either Hopf or period-doubling
bifurcations. In MB1 and BM1 it was found that the
dimension of the chaotic attractors grows slowly as Re
is increased [the way in which the structure of the at-
tractors change in the **chaotic regime” is quite com-
plicated with islands of periodicity, and quasiperiodicity
reminiscent of the behavior of one-dimensional maps,
e.g., Collet and Eckmann (1980)]. Some frequencies
associated with motion on the low-dimensional attrac-
tors corresponded to variability on timescales ranging
from centennial to interannual. In the chaotic regimes,
the power spectrum of variability became increasingly
red as the supercriticality was increased; thus much of
the variability in the most energetic flowswas associated
with timescales greater than 1 yr.

Theresults of Jiang et al. (1995), Speich et a. (1995),
MB1, and BM1 suggest that for some control parameter
ranges, including those widely used in modern GCMs,
discrete numerical models with a very large number of
degrees of freedom may behave as relatively simple
nonlinear oscillators. Such oscillators are achieved a-
symptotically in a large-time limit and are associated
with motion on low-dimensional topological objectsin
phase space. Convergence to the oscillator physically
corresponds to a significant self-organization of the
flow. The oscillations associated with the motion on the
attractors are achieved with no variationsin the external
forcing. This natural variability of the GCMs and, pre-
sumably of the real ocean, should not be neglected in
ocean modeling efforts. The low-frequency part of the
natural variability spectrum may be very important for
climatic studies and long-term predictions.

In this work we extend the previous results of MB1
and BM1 to a baroclinic model of the wind-driven sin-
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gle-gyre circulation and explore how the presence of
baroclinicity changesthe successive bifurcationsand the
structure of the low-dimensional attractors if compared
to the barotropic (MB1) and equivalent-barotropic
(BM1) models. The simplest baroclinic model with two
layersisaproper link in ahierarchy of modelsextending
from the simpler two-dimensional (2D) barotropic and
equivalent-barotropic representations to fully three-di-
mensional (3D) and, therefore, more realistic models of
the wind-driven circulation in the ocean. We note that
Quon and Ghil (1995) found stable nonlinear oscilla-
tions and successive bifurcations between different at-
tractors in a 2D thermohaline circulation problem. The
results of the various works cited, as well as our present
baroclinic study, suggest that low-dimensional behavior
in numerical circulation models is a robust feature. We
conjecture that the presence of an underlying low-di-
mensional dynamics in more sophisticated models,
which include topography, heat and freshwater fluxes,
as well as wind stress forcing, is possible and indeed
likely, though the effective dimension will probably be
larger than three or four. It is unclear what the role of
semidiscrete processes such as** convectiveadjustment”
will be in such models.

The results of this paper are relevant to the wind-
driven circulation in a midlatitude ocean, but in choos-
ing the size of our basin, the stratification, and the spe-
cific wind forcing, we were guided by the sizes and
hydrology of the Black Sea. A discussion of the struc-
ture of the Black Sea circulation is contained in Stanev
(1990). The Black Sea exhibits a recurrent large-scale
organization of the flow into two dominant basin filling
cyclonic cells, referred to in the literature as the Eastern
and Western Gyres (Oguz et al. 1993).

Another organized feature is the cyclonic Rim Cur-
rent (Oguz et al. 1993) flowing around the periphery of
the basin. The Rim Current is a relatively narrow jet
above the permanent pycnocline. It has a typical width
of about 75 km and velocities of about 0.2-0.3 m s*
at the surface and exhibits strong meandering. The Rim
Current separates the gyres from a series of baroclinic
eddies confined near the coast. The eddies are anticy-
clonic above and cyclonic below the permanent pyc-
nocline. At a depth of 500-1000 m, observations (Fi-
lippov 1961) helped to identify countercurrents flowing
along the shelf break and under the surface Rim Current.
A mechanism, supporting both the Rim Current and
countercurrents, is not known at present. Whereas these
features may be strongly influenced by the continental
slope topography, some insight into the nature of the
rim current can be gained from the flat-bottom model
used in this paper. The large-scale organization of the
flow in the Black Sea may be an indication of an un-
derlying low-dimensional dynamics guiding the com-
plicated behavior of the flow. In this paper, we are in-
terested in identifying the low-dimensional attractors of
our simplified model and in characterizing the spatial
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and temporal organization of the flows that are asso-
ciated with them.

The quasigeostrophic potential vorticity equationsfor
the upper and lower layer, which we solve numerically,
are a pair of forced and dissipative partial differential
equations. The theory of several classes of such systems
is discussed in Robinson (1995), Temam (1995), and
Lionset al. (1992). Also relevant iswork demonstrating
the existence of inertial manifolds (e.g., Constantin et
al. 1989). Therather technical mathematical resultscon-
tained in these works, in effect, say that one should
expect such systems, which are formally infinite di-
mensional, to exhibit finite dimensional attractors.
Moreover, in sufficiently dissipative systems, the di-
mension of these attractors should be small. In order to
model these equations numericaly, we discretize the
PDEs in a standard way (cf. Holland 1978). This pro-
duces a system of many discrete ordinary differential
equations coupled through nonlinearity. We then look
for attractors of relatively low dimension (about three
or less) at sufficiently small Reynolds numbers.

2. Modeling approach and methods

Our numerical calculations are based on a two-layer,
quasigeostrophic B-plane model (Phillips 1954; Ped-
losky 1987).

We modeled the circulation in a rectangular basin
with azonal extent, L, = 800 km, and meridional extent,
L, = 400 km. The Coriolis parameter is f = f, + B,Y,
where fo = 93 X 104 st B, =2 X 10 mts i
Vertical stratification was modeled by two layers with
finite depths, one layer above and another below the
permanent thermocline. The depths at rest were H, for
the upper and H, for the lower layer. The total depth H
= H, + H, = 2 km was fixed in our experiments. The
densities were p, and p, for the upper and lower layers
respectively. The reduced gravitational accelerationwas

g = %g = 2575 X 102 m s2,
1

The model did not include explicit vertical friction, and
the layers communicated only through pressure forces.
Horizontal momentum diffusion was parameterized in
the vorticity equation in the form of »V4y,, with a
uniform eddy diffusivity » (¢, ¢, were the upper and
lower layer streamfunctions, respectively). No bottom
topography and bottom drag were included in the model.
The boundary conditions on the lateral walls were no-
slip and no-normal flow. On the upper surface we used
a rigid-lid approximation. The upper layer was forced
by a steady wind stress treated as a body force acting
on the upper layer. The wind stress = had a uniform,
cyclonic curl of 7,/L,. In al experiments, 7, was fixed
at 0.5 dyn cm=2. All the parameters used in this study
are listed in Table 1.

The choice of basin size, 8,, wind forcing, boundary
conditions, and momentum diffusion formulation arethe
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TABLE 1. Model parameters.

L, 800 km (zonal basin width)

L, 400 km (meridional basin width)

f, .93 X 10*s* (planetary vorticity)

B, 2 X 107* m~* s (planetary vorticity gradient)
g’ 2575 X 1072 m s2 (reduced gravity)

7, 0.5 dyn/cm? (wind stress)
H 2 km (total depth)
First set of experiments: H, = 200 m, H, = 1800 m, R, = 23.148
km, 140 m? s < » < 260 m? st
Second set of experiments: H, = 100 m, H, = 1900 m, R, = 16.813
km, 100 nm? s7* < » < 580 m? st

same as those used in BM1, but instead of the infinitely
deep lower layer, as required by the 1%-layer formu-
lation in BM1, we used a model with a finite lower-
layer depth. This two-layer formulation alows baro-
clinicinstability in the model, while avertical resolution
of only two layers allows the extensive computations
required in a study of the low-dimensional attractors of
the system for a wide range of parameters.

We used the following nondimensionalization of the
two-layer quasigeostrophic equations: L, for the length
scale, (B,L,)~* for the timescale, T, for the wind stress
scale, and H,, for the depth scales of the layers. The
upper-layer Sverdrup balance yielded the velocity scale
U = 71,(pH,L,B,)~*. One can define several auxiliary
horizontal length scales:

Vg | HH, .
f, VH, + H,’

U 1/3

U o s = (1) _

Bo Bo

Here 6, and é,, arethe inertial and viscous length scales,
respectively, and R, is the baroclinic deformation radius.

The nondimensionalization of the problem yielded five
nondimensional parameters:

L 5\ 8, \°
5 = -2 . — (9] .
Lx, ¢ (LX), ILL <LX),

L. \? H,

—=; = —, 1
(Rd) YT, @)
When compared to the 1%-layer formulation of BM 1,
a new parameter, -y, appears. After invoking the quasi-

geostrophic approximation, the nondimensional poten-
tial vorticity equations are

5 =

S=

A, VA

%4 o ) + 2=V x 1+ v,

352 ad’z _ 4

at + €I, &) + ax wV 4, %)

where the perturbation potential vorticities of the upper
and lower layers ¢, , are connected with the correspond-
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ing streamfunctions through the coupled elliptic equa-
tions:

voo 3 + =
1+'Y¢1 1+y¢2_§1

2 ] } —

<V 1+y>‘l’2+1+y¢1_§2- (3)

Here, the perturbation potential vorticity is defined as
the full, quasigeostrophic layer potential vorticity minus
the planetary vorticity. Since we will never refer to the
full potential vorticity, we shall subsequently refer to
the perturbation potential vorticity simply as the poten-
tial vorticity. Introducing barotropic and baroclinic
streamfunctions, i, and s, defined as

_ Sy S — 0 -
l;[}'BT - 1+ ywl + 1+ yl/lZI lpBC lpl lpZ! (4)
the elliptic problem (3) can be diagonalized as
e~ S S
Vl/jBT_l_'_’ygl—}_l_i_’yé/Z
(V2 = e = & — & ©)

The boundary conditions were no-normal flow through
the lateral boundaries:

‘//1,2|c = rl,z(t)v (6)
and no-slip at the lateral boundaries:
Y,
—2 =0 7
| =0 @)

These are supplemented by the mass conservation con-
straint for each layer:

= f f o, ) e dly = ®

In (7), (8) C is the basin's bounding contour and A is
the basin’s area.

Equations (2) and (5) in dimensional form were dis-
cretized using second-order finite differences on a 129
X 65 equaly spaced grid (6.25-km resolution) and
solved numerically using boundary conditions (6), (7),
and the mass conservation law (8). Here we followed
the procedure outlined in BM1 for the equivalent-bar-
otropic model. Except for the particular method used to
solve the elliptic problems (5), and the choice of bound-
ary conditions, the method is similar to that used by
Holland (1978).

Some of the more time-dependent flows that we will
examine look quite complicated when viewed in phys-
ical space with mesoscale eddies and strongly mean-
dering boundary currents. This can obscure the fact that
the time dependence isrelatively straightforward. There
are several ways of focusing on the time dependence of
the flows. The two main ones that we shall use are the
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examination of power spectraand an approach borrowed
from the theory of dynamical systems. The equations
that we solve may be viewed as an autonomous dynam-
ical system of large dimension p. The states x(t) of the
system are p-dimensional phase space vectors with co-
ordinates s, , , that is, the values of the streamfunctions
at each of the nodes of the computational grid (i is the
index of a node in the basin). This dynamica system
is controlled by the set of parametersa = (8, €, u, S
v) and can be formally written as

x = F(x; a), 9)

where F(x; a) isanonlinear operator acting on the vector
X(t). Starting from an arbitrarily chosen initial state, the
time-dependent behavior of the circulation in the basin
is uniquely described by the trgjectory x(t) in the p-
dimensional phase space. The dynamical system that we
explore is dissipative. For a dissipative system, we ex-
pect that the trajectories will converge onto sets of di-
mension lower than p. In physical space, this behavior
will correspond to some degree of self-organization of
the flow. As an example, if trgjectories in phase space
converge to an attractor that is a simple closed curve,
then, after a sufficient time that initial transients have
died away, the circulation will evolve periodically. In
particular, atime series of ¢ at every grid point will be
periodic with the same period. The dimension of the
attractor provides an indication of the number of degrees
of freedom in the flow, though it is not synonymous
with the number of degrees of freedom. Generally, the
temporal behavior on a smooth m-dimensional attractor
can be modeled with a set of n ODEs for somen = 2m
+ 1. We are interested in identifying attractors with
dimension a priori less than 4. The main reason for this
isthat it is technically difficult to identify attractors of
larger dimension. For example, the amount of data re-
quired to reliably estimate the dimension of an attractor
increases exponentially with the dimension. Empirical-
ly, the transition to chaos in ocean models of this type
appears to occur from attractors with dimensions of ei-
ther 2 or 3. (This behavior is also to be anticipated on
theoretical grounds.)

To look at low-dimensional attractors, we do not need
to examine the whole p-dimensional phase space; in-
stead low-dimensional projections of the full phase
space will suffice. Imagine bending awire into a closed,
continuous curve but one that is warped so that it does
not lie in a plane. The wire curve exists in three di-
mensions, but if it is placed in a beam of light and its
shadow is projected on a two-dimensional screen, the
shadow is, in general, still recognizable as a closed
curve (though it may intersect itself).

There are a number of ways of constructing low-
dimensional projections. The technique used here is a
method that has been used successfully in several studies
of chaotic flows in the laboratory. We first started the
model from some initia state, advanced it in time, and
recorded the time series of the basin integrated total
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energy of the flow. The nondimensional energy density
of the the system (Pedlosky 1987) is

_ HIVelP | sy
Byt = 2 5+ o

where the sum is the kinetic energy and the last term
is the available potential energy. From the energy time
series, we constructed low-dimensional phase space pro-
jections using the method of delay coor dinates (Packard
et al. 1980; Takens 1981; Broomhead and King 1986),
in which coordinates x,, X,, . . . , Xy inan artificial phase
space are generated from copies of the original (energy)
time series successively delayed by ¢; that is,

(‘»[’2 - ‘7[’1)21 (10)

x(t) = %Jf E(x, Yy, t — jo) dx dy.

For a discussion of this method and the choice of the
fixed time delay ¢ and dimension N, see the previous
two references or MB1 and BM1. Examples of the use
of the method of delay coordinates in studies of labo-
ratory experiments can be found in Pfister et al. (1992)
and Brandstater and Swinney (1987). Applications to
numerical wind-driven circulation problems may be
seen in MB1 and BM1.

Instead of the energy time series, one, in principle,
could choose time series of any time-dependent variable
of the system. The choice of time series changes the
choice of projection from the full phase space to the
reduced phase space but does not change the nature of
the underlying attractor; that is a function of the dy-
namics alone. The shape of the attractor will be distorted
compared to the energy time series projection, but its
topology, in which we are mainly interested, will not
change except for possible changes in the number of
self-intersections. In the example given above of the
wire in the projector beam, we can imagine rotating the
wire curve or warping the screen. The shape of the
projected image will change but, in general, it will still
remain recognizable asaclosed curve. Thisremainstrue
for strange attractors if the chaos in the system is only
temporal but, if the chaos becomes spatiotemporal, this
is not the case. In some preliminary experiments with
a wind-driven barotropic model, we found that, for the
Reynolds numbers significantly higher than those used
in this study, chaotic behavior remains spatially corre-
lated in the large-time limit.

We integrated the model in time until the correspond-
ing phase space trajectory converged to some low-di-
mensional attractor. This procedure enabled us to find
such attractors as fixed points, limit cycles, tori, and
strange attractors. A fixed point correspondsto a steady-
state circulation; a limit cycle yields an oscillation of
the flow with one distinctive frequency. Motion on a
torus in phase space may correspond either to quasi-
periodic oscillations with two distinctive frequencies, or
to a phase-locked tragjectory, which is associated with a
purely periodic oscillation (though the trajectory still
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winds around the torus). Since it is difficult to empir-
ically differentiate truly quasiperiodic orbits and phase-
locked trajectories of very long period, we will refer to
either of these types of motion somewhat inaccurately
as quasiperiodic. Motion on a strange attractor corre-
sponds to chaotic behavior of the flow.

In order to find the most unstable eigenmode of the
primary bifurcation we followed the procedure de-
scribed in BM1. For the attractor dimension measure-
ment we used the nearest neighbor algorithm (Badii
and Politii 1985) implemented in the software of Kos-
telich (1990). For reasons stated earlier, we did not at-
tempt to apply this algorithm for an attractors with a
dimension greater than four because this would require
an impractical amount of computer resources.

3. Results—The bifurcation sequences

In this section, we will see how the time-dependence
of the flow changes as we increase the Reynolds number
(by decreasing the viscosity) in two sets of experiments
with differing deformation radii. Because of the small
meridional extent of the basin, the instability that ini-
tially gives rise to time dependence will be seen (in
section 4) to be an instability of the main recirculation
gyre rather than a western boundary current instability.
Several transitions, relatively closely spacedin v (or w),
will be seen to lead to chaotic flow, but, as the viscosity
is decreased further, the chaotic flow will give way to
quasiperiodic and periodic behavior as a resulting of an
increasing barotropization of the flow by eddy process-
es. For a broad range of viscosities (down to approxi-
mately 100 m? st in the case of the smallest defor-
mation radius used), the flow will be found to asymptote
to alow-dimensional attractor. At small viscosities, the
flow once again becomes chaotic. The transition to cha-
os is accompanied by the appearance of low-frequency
variability. When the deformation radius is sufficiently
small and the upper layer is shallow, the strongly non-
linear flow qualitatively resembles the flow seen in the
Black Sea during the summer months with a strong
peripheral current and many mesoscale eddies.

We carried out two sets of experiments. Our param-
eter choices are motivated by the Black Sea but have
been idealized to suit the more process-oriented nature
of this study. In each set, we kept the total depth H and
g’ fixed but changed the depth ratio y = H,/H,. Stanev
(1990) showed that the circulation in the Black Sea can
be well approximated by a two-layer model with the
upper layer about 10-20 times thinner than the lower
layer one. Therefore, in the first set we fix y = 1/9, and
in the second set we fix vy = 1/19. In terms of layer
depths we used H;, = 200 m, H, = 1800 m (in the first
set) or H;, = 100 m, H, = 1900 m (in the second set).
The internal Rossby deformation radius in the Black
Sea is estimated to be 20-25 km (Oguz et al. 1992). In
the first set of experiments we keep the deformation
radius in this range, but in the second set, we use a
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dlightly shorter R, = 16.813 km in order to emphasize
the dependence of the circulation on R,. Some Russian
colleagues have argued that the deformation radius may
be less than 20 km in parts of the Black Sea. Of the
nondimensional parameters, S and e differ between the
two sets. In the first set S = 1194.4 (R, = 23.148 km),
€ = 1.22 X 1073; in the second set S = 2264.0 (R, =
16.813 km) and € = 2.44 X 10-3; thus, in the second
set of runs, the baroclinic deformation radiusis smaller
by afactor 0.73 and, for a given value of viscosity, the
upper-layer flow is more nonlinear. The only variable
parameter within each set of experiments was the vis-
cosity coefficient v, or u in terms of the nondimensional
parameters.

a. The location of the initial instability

For sufficiently high v, we found steady states (or
fixed points in phase space) with no flow in the lower
layer. Since we started the time integration from a state
of rest, the circulation experienced an adjustment. Dur-
ing the adjustment, perturbationsin the lower layer grow
initially, then decay, and the system tends toward a
steady state. The steady states coincide with the steady
states of the equivalent-barotropic and barotropic mod-
elsdiscussed in BM1 and MB1. The sequence of steady
states for different v is shown in Fig. 1 (from BM1).
The baroclinic steady solutions, the equivalent-baro-
tropic and barotropic solutions all differ in their stability
properties. For the depth ratio v = 1/9 and R, = 23.148
km, the baroclinic steady state suffered an oscillatory
instability at a critical value of v, v, say, lying between
222 and 223 m? s*. At this value of v, a periodically
oscillating solution (limit cycle) is generated viaa Hopf
bifurcation. The Hopf bifurcation in this case is super-
critical so that just below v, we see a family of stable
limit cycles with amplitude that increases like (v, —
v)¥2. (All Hopf bifurcations found in this study are su-
percritical to alocal accuracy equal to the distance be-
tween the neighboring values of v for which the ex-
periments were performed.) For y = 1/19 and R, =
16.813 km, the stability threshold was higher: 550 m2
st < vy, < 560 m? st In the first set of experiments,
the Reynolds number is defined as Re = UL, /v is 56.3
> Re,,, > 56.05 at the primary bhifurcation, and in the
second set 45.45 > Re,;,, > 44.64.

We compared the critical values of v corresponding
to the primary instability in the two-layer quasigeo-
strophic and the equivalent-barotropic models. In the
equivalent-barotropic model studied by BM1, the de-
formation radius was R, = 24.4 km. To make the com-
parison, we used the same values of R, §, and € in the
two-layer model and chose the depth ratio y = 1/9. In
the equivalent-barotropic model, due to the presence of
the infinitely deep lower layer, y = 0. We found that
the primary Hopf bifurcation in the two-layer model
with these parameters occurred at » = 205 m? s* (Re,;,
~ 60.98). This value is significantly higher than the
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critical value v = 104 m? s7* (Re,,;, = 120.19) reported
in BM1 for the equivalent-barotropic circulation. This
result indicates that the baroclinic flow is less stable
than the equivalent-barotropic flow with fixed R, 8, and
e. The presence of the active lower layer with finite
depth (y # 0) destabilized the flow.

This difference between stability thresholds of the
1%- and two-layer models comes from the fundamen-
tally different physical mechanisms responsible for the
primary Hopf bifurcation. In the two-layer model, the
primary instability is a baroclinic instability of part of
the western gyre, whereas in the 1%-layer case (BM1)
it was a complex barotropic instability involving the
western boundary intensification, the western recircu-
lation, and the meander between the western and the
central gyres, denoted A, B, and C respectively in the
last panel of Fig. 1. An analysis of the instability re-
sponsible for the transitions from steady to unsteady
circulations is contained in section 4.

In principle, other steady-state branches may exist.
Multiple steady states were found by lerley and Sher-
emet (1995) and Cessi and lerley (1995) for the case of
free-slip boundary conditions with single-gyre and dou-
ble-gyre wind forcing. For the case of no-slip boundary
conditions, Speich et al. (1995) showed that multiple
steady states exist when a double-gyre wind forcing is
used. Here we use no-slip boundary conditions and sin-
gle-gyre wind forcing. We did not discover multiple
branches of steady solutions, but the search for addi-
tional steady-state branches was not exhaustive.

b. Depth ratio y = 1/9; R, = 23.148 km

In this set of experiments, the parameter v was varied
over the range from 140 to 260 m? s-.

We define the mean energy as an arithmetic mean
between the highest and the lowest values of the energy
achieved on the attractor and the amplitude of a time-
dependent solution as the difference between the highest
and lowest values of energy. An empirical bifurcation
diagram, which helps to locate transitions in solution
structure in parameter space, is shown in Fig. 2. In this
figure, we plotted the total energy amplitude as a per-
centage of the mean energy. In Fig. 3, we show a bi-
furcation diagram in terms of the mean energy. The
notion that the mean energy of the circulation decreases
with increasing Reynolds number over a sizable range
of Reynolds numbers at first may seem counterintuitive.
The kinetic and potential parts of the total energy are
shown in Fig. 4, and it is clear that the decrease of the
total energy with decreasing v that is seen for values of
v less than 170 m? st is mainly associated with the
decrease of potential energy. Potential energy decreases
because the flow becomes more barotropic for the lower
values of v. This is consistent with the energy cascade
ideas of Rhines (1977) since as v decreases we see a
considerable amount of mesoscale variability produced
by baroclinic instability.
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Fic. 1. From Berloff and Meacham (1997). The upper-layer streamfunction plots of six different steady solutions at
the values of » = 1000, 500, 300, 200, 105, 60 m? s~*. The lower layer is at rest and may have any depth. The upper-
layer depth of these solutions is 200 m. On the last panel the following circulation features are noted: A—the western
boundary intensification, which contains fluid from the interior of the basin and from the western recirculation gyre;
B—the western recirculation gyre; C—the meander between the western and the central gyres.

The primary Hopf bifurcation occurs for a value of
the viscosity coefficient v between 222 and 223 m? s1.
A limit cycle arises as a result of this bifurcation and
growsin amplitude as v is reduced further. Let us define
the time-averaged streamfunctions as

totT
W) = 7 J By =12
to
where T is the limit cycle period, if the formulais ap-
plied to a limit cycle; for other attractors, T is a large
value chosen empirically. The perturbation streamfunc-
tions are defined as

Y, D)=y ) - WXy, 1=12

(12)
The spatiotemporal structure of the perturbation stream-

functions on the limit cycle at v = 220 m? s* (not
shown) is similar to the structure of the most unstable

eigenmode of the unstable steady circulation at » = 220
m? s (see Figs. 16a,b and the discussion of the ei-
genmode energeticsin section 4). The period of thelimit
cycle a v = 220 m? s * was 119 days; the period of
the eigenmode was 118.7 days. These similarities sug-
gest that the oscillation on thelimit cycleisanonlinearly
saturated modification of the eigenmode. The period of
the limit cycle changes gradually from 119.5 to 112.5
days as v is reduced.

The limit cycle loses stability as a result of a sec-
ondary Hopf bifurcation at » between 185 and 187 m?
s, and the system vyields a stable toroidal attractor
around which trajectories wind, giving rise to quasiper-
iodic motion or aphase-locked periodic trajectory. Since
our techniques fail to distinguish between atruly quasi-
periodic trajectory and a trajectory with period longer
than the time series record, we use the term quasi per-
iodic for both truly quasiperiodic and long-period tra-
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Fic. 2. Bifurcation diagram for Ry = 23.148 km. The oscillation amplitude as a percentage of
mean amplitude versus v. FP: fixed points; LC: limit cycles; QP: quasiperiodic motion on tori.
The different branches of stable tori are denoted by I, la, I, and I11.

jectories on a torus. This quasiperiodic motion contains
two dominant frequencies; the new frequency associated
with the secondary bifurcation is w, = 0.006 . . . rad/
day (1050 days). The toroidal attractor appears to lose
stability and give way to a chaotic attractor at a value
of v between 171 and 172 m? s 2.

Motion on chaotic attractors can be recognized and
distinguished from trajectories on tori by means of pow-
er spectra and Poincaré sections. The spectrum of a
quasiperiodic trajectory typically has 2 (for a 2-torus)
or 3 (for a 3-torus) distinctive spikes with incommen-
surate frequencies together with additional spikes cor-
responding to harmonics and cross-harmonics. The
spectrum of a chaotic trajectory typically has some
broadband structure. The Poincaré section of a quasi-
periodic trajectory on a 2-torus consists of points lying
on acurve (or set of curves). A chaotic trajectory yields
a Poincaré section with points covering some fractal set
on the plane. In Fig. 5, we show the delay coordinate
phase space projection of the quasiperiodic trajectory
at v = 178 m2 s1, its Poincaré section, and its power
spectrum. In Fig. 6, we show the delay coordinate phase
space projection, Poincaré section, and the spectrum of
the chaotic trgjectory at v = 171 m2 s*. Provided that
the time series is sufficiently long, one can estimate the

information dimension of the attractor. A chaotic at-
tractor will normally yield a fractional dimension. This
latter technique is computationally expensive and, as
will be seen further in the text, we applied it only to
two chaotic attractors, one for each set of experiments.

The bifurcation associated with the transition between
the attractors at v = 172 and v = 171 m? s~ appears
to involve a Hopf bifurcation because the spectrum of
the chaotic attractor at v = 171 m? s~* has a new spike
with @ = 0.013. .. rad/day (a period of 480 days) as
shown in Fig. 6. The toroidal attractor reappears at v
= 170 m2 s * as a result of a phase locking between
the 0.0065. . . and 0.013. . . rad/day components, but at
v = 169 m? s* the attractor is again chaotic. The is
typical behavior in a regime characterized by low-di-
mensional behavior.

According to the results of Newhouse et al. (1978),
which are based, in turn, on the results of Ruelle and
Takens (1971), the 3-torus (torus with three incommen-
surate frequencies) that appears after three successive
Hopf bifurcations in a system is structurally unstable.
A stable chaotic (or strange) attractor lying on a 3-torus
may appear in that case. A transition to chaosin systems
with three incommensurate frequencies has been found
repeatedly (cf. Gollub and Benson 1980), but it is still
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FiG. 3. The mean nondimensional energies of the attractors versus v for Ry = 23.148 km, y =
1/9. Note that, over part of the range of », the mean energy has a tendency to decrease as v is
reduced. FP: fixed points; LC: limit cycles; QP: quasiperiodic motion on tori.

not clear if atypical chaotic attractor appearing at the
onset of chaos lies on the 3-torus or not. Battelino et
al. (1989) and Giberti and Zanasi (1993) explored sys-
tems in which transition from a 3-torus to chaos was
associated with the breakup of a 3-torus. The resulting
chaotic attractor did not lie on the torus in that case.
Transitions on and from a2-torus can also lead to chaotic
motion. One possible route to chaos on a 2-torus comes
from the overlapping of the resonance bands associated
with mode-locking on the torus (Bak et al. 1985). There
are several physical examples of thisbehavior including
|aboratory results from a Rayleigh—-Benard convection
experiment (Fein et al. 1985). The breakup and disap-
pearance of a 2-torusis also a possible scenario for the
transition to chaos and was studied by Franceschini and
Tebaldi (1984), but we have not found evidence of a
similar transition in our ocean model. Franceschini and
Tebaldi showed that the collision of a torus with an
unstable periodic orbit may destroy the torusin a global
bifurcation. The appearance of a strange attractor in that
case occurs when the torus is in the vicinity of the
unstable orbit. The breakup of the torus is associated
with the formation of folds on its surface. It is hard to
describe properly the nature of the transition from mo-
tion on tori to chaos in our present study because this

would require very extensive computations at the pa-
rameter values in the vicinity of the onset of chaos for
which we do not have the computational resources.
Also, we are not able to distinguish homoclinic bifur-
cations, which involve collision of a torus with an un-
stable invariant set such as a fixed point, limit cycle, or
another torus. Our techniques are not designed to find
unstable invariant sets with the exception of unstable
fixed points.

The power spectrum of the chaotic attractor at v =
167 m? s ' is shown in Fig. 7. This spectrum shows a
concentration of power at low frequencies that istypical
for the chaotic attractors of the present problem. Note
that significant power is present at a decadal timescale.
The red character of the power spectrum increases still
further for chaotic motion at lower values of v. Chaotic
attractors found in MB1 and BM1 also exhibited high
power at low frequencies and, therefore, low-frequency
variability. In the barotropic case, for which very long
runs could be made, significant variability was found at
centennial timescales. The present baroclinic study sug-
gests that this variability may be arobust feature of the
wind-driven circulation in a chaotic regime. Whilethere
are many other potential sources of variability at cli-
matological timescales, it is interesting that the nonlin-
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FiG. 4. (d) The mean potential energies of the attractorsin the first
set of experiments; (b) The mean kinetic energies of the attractors
in the first set of experiments.

earity in the dynamics of the wind-driven circulation is
sufficient to generate such variability.

As the bifurcation diagram in Fig. 2 shows, in the
range of v below the critical secondary Hopf bifurcation
value, the only stable attractors that we found were tori
and strange attractors. In Fig. 3, we plot the mean en-
ergies of the attractors versus v. The tori with quasi-
periodic motion on them are organized in four branches,
denoted in Figs. 2 and 3 by I, Ia, I, and I11. Each torus
has two distinctive frequencies associated with motion
on it. One of those frequencies is a continuation of the
original limit cyclefrequency, and wetraced itspresence
through all successive attractors. We denote this fre-
guency by w,. Thevalue of w, gradually decreasesfrom
0.053. . . rad/day (aperiod of 119.5 days) at the primary
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bifurcation down to 0.063. . . rad/day (a period of 100
days) at v = 140 m? s t. The values of the second
dominant frequency are different on all branches. Along
branch I, the second frequency is about w, = 0.006. . .
rad/day (a period of 1050 days). A similar value of the
second frequency characterizes branch la: w,, =
0.0065. . . rad/day (a period of 970 days). It is possible
that branch la is a continuation of branch | and that
there is a family of unstable tori connecting the stable
fragments | and la. The second frequency at branch Il
isw, = 0.004. .. rad/day (a period of 1570 days), and
at branch Il it is w, = 0.013... rad/day (a period of
480 days).

At v = 148 m? s* we found two attractors. The
attractor with the higher amplitude was chaotic and the
attractor with the lower amplitude belonged to branch
[11 of tori. When we used a point on a trajectory on the
chaotic attractor of case v = 148 m? s* as an initial
condition for arun with v = 147 m2 s, the trajectory
was attracted to a torus on branch Il1, which suggests
that branch la became unstable. When we used the tra-
jectory on the toroidal attractor at » = 148 m? s
(branch I11) as an initial condition and fixed v at 149
m? s~ the trgjectory converged to a torus on branch la.
This suggests that branch I11 became unstable at avalue
of v between 148 and 149 m? s t. That the second
frequencies on branches la and |1l are rather different
suggests that the branches may not be continuations of
each other. Given the finite length of these runsit is not
possible to unambiguously identify the point at which
the solutions on branch la lose stability. It is possible
that the solution seen at » = 148 m? s that appears
to continue branch la may be a chaotic transient of very
long duration.

We have estimated the information dimension (see
discussion of this dimension in Farmer et al. 1983) of
the chaotic attractor at v = 145 m? s—*. For this purpose
we computed a total energy time series of 10° points
(each one is one day apart), estimated the dimension,
then extended the record up to 1.5 X 105 points and
obtained a second estimate. Both estimates lay between
3.45 and 3.49.

In this set of experiments, the circulation contained
adistinctive pair of recirculation gyres for all values of
v. For the time-dependent regimes, we always observed
gyres in both the time-averaged and the instantaneous
patterns of the flow, although the gyres in the instan-
taneous streamfunction fields are always distorted by
the fluctuations of the flow. In Fig. 8, we show snapshots
of 45, and r, on the chaotic attractor at v = 140 m2 s 1,
The two main upper-layer recirculation gyres are well
developed. A third, eastern recirculation has a rather
small amplitude, although it exists in the time-mean for
the lowest values of v in this set of experiments. It is
possible that the pair of gyres in the upper layer is
analogousto the Western and Eastern Gyres of the Black
Sea (Oguz et al. 1993). A similar pair of strong gyres
was observed in the barotropic model of MB1 and in
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the EB circulation of BM1 in both the steady and time-
dependent regimes. These gyres are a robust feature of
the model in the parameter ranges explored.

c. Depth ratio y = 1/19; R, = 16.813 km

In this second set of experiments, the viscosity co-
efficient » was varied from 100 to 580 m? st and the
resulting bifurcation sequence is shown in Figs. 9 and
10. The steady circulation lost stability at acritical value
of v between 550 and 555 m? s~* as a result of a Hopf
bifurcation. The period of the most unstable eigenmode
at v = 550 m? s~ was about 92 days. The limit cycle
appearing at the supercritical values of v increases in
amplitude as v is decreased. The frequency that ap-
peared at the primary bifurcation gradually decreases
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Fic. 5. Trajectory on the toroidal attractor at v = 178 m? s* for
R, = 23.148 km, y = 1/9. (a top left) The delay coordinate phase
space projection of the trajectory; (b: top right) Poincaré section of
the trajectory; and (c: lower left) power spectrum of the time series
corresponding to the trgjectory. Note two dominant frequencies at
0.0055 ... and 0.058 ... rad/day (periods are near 1140 and 108
days, respectively).

from 0.068. . .t00.057 . . . rad/day (the period increases
from 92 to 110 days) as v changes from 555 to 112 m?
s L

At a value of v between 495 and 500 m? s1, the
limit cycle experienced a subharmonic bifurcation, cor-
responding to a period-doubling instability (Drazin
1992). Period doubling in the wind-driven circulation
was also observed in the models of MB1 and BM 1.

The period-doubled limit cycle experienced a sec-
ondary Hopf bifurcation at a value of v between 465
and 470 m2 s. The new frequency that appeared in
the system due to the Hopf bifurcation was about 0.007
... rad/day (a period of roughly 900 days). We made
this estimate from a quasiperiodic trajectory on the torus
at 465 m? s~*. We computed another stable torus with
quasiperiodic motion on it at » = 460 m? s1,
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We found chaotic attractors at v = 450 and 430 m?
st It is not clear whether the chaotic attractor was
preceded by athird Hopf bifurcation. The low-frequen-
cy end of the spectrum is very noisy, and we were not
able to distinguish a leading spike, which might be as-
sociated with a third Hopf bifurcation. The branch of
chaotic attractors exists down to » = 340 m? s~*. When
we used a point on a trgjectory on the chaotic attractor
at v = 340 m? st as the initial condition for the time
integration at » = 339 m2 s7%, the resulting trajectory
converged to alimit cycle (see the bifurcation diagram
in Fig. 9). When we used a point on a trajectory on the
limit cycle at v = 339 m? s as the initial condition
for arun at v = 340 m? s%, the trgjectory returned to
the chaotic attractor. One possible explanation of such
behavior may be the following. In the interval 339 m?2

Fic. 6. Trajectory on the chaotic attractor at v = 171 m? s* for
R, = 23.148 km, v = 1/9. (a) The delay coordinate phase space
projection of the trajectory; (b) Poincaré section of the trajectory;
and (c) power spectrum of the time series corresponding to the tra-
jectory. Note the noisy structure of the spectrum. The dominant fre-
guencies are approximately 0.06 . .., 0.013. .., and 0.0057 . . . rad/
day (the periods are about 480, 105, and 1100 days respectively).

st < v < 340 m? s7%, the system experienced a pair
of successive reverse Hopf bifurcations leading from
the chaotic attractor to a torus and from the torus to a
limit cycle. Either the range of v for which the stable
torus existsis very narrow or the torus may be unstable.
The trajectory converged very slowly to a limit cycle
at v = 339 m? s~*. When we used a point on atrajectory
on this limit cycle as the initial condition at v = 340
m? s 1, for a long period of time the trajectory very
slowly diverged from the unstable limit cycle as a tight
spiral on the Poincaré section. This slow convergence
and divergence at values of v slightly lower and higher
than the critical value supports the hypothesis of an
intermediate reverse Hopf bifurcation from the limit cy-
cleto atorusrather than the occurrence of phaselocking.

The information dimension of the chaotic attractor at
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Fic. 7. Power spectrum of the time series corresponding to the
trajectory on the chaotic attractor at » = 167 m? s~*. Note that the
power is concentrated mainly at the low-frequency end of the spec-
trum. This behavior is typical for the chaotic attractors found in the
present study and the studies of MB1 and BM1.

v = 450 m? s~ was estimated to be between 3.14 and
3.16. In order to estimate it, atime series of total energy
of 10° points (each one is one day apart) was computed
first and then extended up to 1.5 X 105 points. Both
time series yielded the same estimate.

On the branch of predominantly chaotic attractors,
we found four examples of phase locking (Arnold 1965;
Drazin 1992). At v = 440 m? s—1, phase locking between
w, = 0.068 ... rad/day and w, = 0.0068 ... rad/day
with ratio w,/w, = 1/10 yielded a stable torus with
quasiperiodic motion upon it. At v = 420 m? s~*, phase
locking between all frequenciesled to alimit cyclewith
a period of 943 days and an amplitude somewhat less
than the amplitudes of the neighboring chaotic attrac-
tors. At v = 370 m? s, we found a torus with three
dominant spectral spikesat 0.064 ..., 0.0089.. ., and
0.0039. . . rad/day (periods are about 98, 710, and 1600
days, respectively). It is hard to say which of thesethree
spikes correspond to the phase-locked frequencies.
When we used a point on atrgjectory belonging to the
torus as an initial condition at » = 375 m? s%, the
trajectory returned to the chaotic attractor. At v = 365
m?2 s, phase locking between all frequencies led to a
limit cycle with a period of 2060.5 days. In general, we
expect this‘‘ chaotic region” of parameter space to have
a very complicated structure. A complicated sequence
of a chaotic attractors with embedded phase-locked tori
and limit cycles was found in BM1, when R, was used
as the control parameter.

In the range of v between 112 and 339 m? s1, the
only stable attractors we found were tori and limit cy-
cles. The disappearance of the chaotic attractors sug-
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gests that the flow became ‘“ better’” organized and con-
tains a smaller number of active independent degrees
of freedom. In the first set of experiments, we also en-
countered a similar organization of the flow expressed
by the presence of the quasiperiodic branches surround-
ed by chaotic attractors. Note from Fig. 10 that, as v is
diminished, the mean energy of the attractors decreases
more rapidly in this set of experiments than in the first
set of experiments with less nonlinear circulation and
larger Ry. In Fig. 11, we plotted the mean potentia and
kinetic energies of the attractors. The decrease of the
total flow energy is due mainly to the decrease in the
potential energy, which is associated with the time-de-
pendent flow becoming more barotropic. The flow in
the first set of experiments exhibited a similar decrease
in the potential energy for diminishing v.

What happens to the circulation? In Fig. 12 we show
the time averages (i, ,) of the limit cycles at » = 338
and 215 (the lower energy branch) and 115 m? s—*. As
viscosity decreases, the time-averaged circulation of the
upper layer develops a peripheral jet flowing along the
wallsin the western half of the basin. In the eastern half
of the basin, the northern and southern parts of the jet
are connected by a slow and wide current. In contrast
to the second set of experiments, the upper-layer cir-
culation in the first set had well-observed inertial re-
circulation gyres both in the time-averaged and instan-
taneous flows. The lower layer in the second set is dom-
inated by a cyclonic circulation (similar to the lower-
layer circulation in the first set of experiments) with one
or two recirculation gyres in the western part of the
basin outside a western boundary current. A weaker,
anticyclonic recirculation in the lower layer occupies
the northern part of the basin. The strength of the cir-
culation in the lower layer increases as v is reduced.
This barotropization of the flow reduces the potential
energy as was shown in Fig. 11.

A branch of simple attractors continued from v = 339
down to v = 213 m? s, At the highest values of »,
these were limit cycles. For some value of v between
300 and 310 m? s, the limit cycle lost stability via a
Hopf bifurcation and the attractor became toroidal. The
system returned to a limit cycle at a value of v between
270 and 275 m? s, probably as a result of a super-
critical reverse Hopf bifurcation. The second frequency
on this branch of tori was about 0.018 ... rad/day (a
period of 350 days). The branch of limit cycles became
unstable and could not be followed by our methods
below v = 213 m? s~*. Another branch of stable limit
cycles with smaller amplitude appeared at a value of v
dlightly above 220 m? s*. The spatial structures and
frequencies of the flow on both limit cycles are similar.
It is possible that his branch is a continuation of the
higher amplitude branch and that there is an unstable
branch connecting both stable branches, though we have
not looked for unstablelimit cycles. Multiplestablelimit
cycles coexist for v between 213 and 220 m? s,

The new branch of limit cycles continued to lower
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Fic. 8. Snapshots of the chaotic circulation at » = 140 m? st for R, = 23.148 km. The upper layer
contains a pair of recirculation gyres (there is also a very weak recirculation in the eastern part of the basin),
which show some similarity to the Western and Eastern Gyres in the Black Sea. (a) ¢, (Cl = 10), (b) ¢,

(Cl = 2).

v. A Hopf bifurcation of the 1limit cycle occurred at v
between 182 and 185 m? s-*. The second frequency of
motion on the torus generated was about 0.009 . . . rad/
day (a period of about 700 days). A reverse Hopf bi-
furcation at » between 162 and 165 m? s—* again yielded
a limit cycle. The limit cycles either became unstable
or ceased to exist at v = 150 m? s'*. At » = 150 m?
s 1, the trajectory left the main branch of attractors and
converged to a torus on a new branch of attractors de-
noted A on the bifurcation diagram.

Branch A overlaps with the main branch at v = 151
m? s1. Thus, there are two attractors at this value of
viscosity: one is a limit cycle on the main branch and
the other is a torus on branch A. For 100 m?2 st < v
= 135 m? s%, there is a third branch of attractors,
denoted B on the bifurcation diagram. Thetori on branch
A at v equal to 150 and 151 m? s * have a second
frequency of about 0.009 . .. rad/day (a period of 700
days). At v = 152 m2 s, branch A either loses stability

or ceases to exist, and the trajectory returns to a limit
cycle on the main branch of stable attractors. At v =
145 m? s* on branch A we found a limit cycle, which
suggests another reverse Hopf bifurcation at » between
145 and 150 m? s *. The stable limit cycles on branch
A continue to exist down to » = 130 m? s~*. For some-
what lower viscosity, the limit cycle lost stability as a
result of a Hopf bifurcation, and branch A continued to
exist for lower viscosities asafamily of tori. The second
frequency of thetori isabout 0.007 . . . rad/day (aperiod
of about 900 days). The tori lose stability at v slightly
less than 120 m? s¢.

We traced branch B (asit is denoted on the bifurcation
diagram) of stable attractors, from v = 135 down to
v = 100 m? s . The attractors on this branch have
stable neighboring attractors on branch A for values of
v between 120 and 135 m2? s*. On branch B we found
limit cycles at v = 115 and 130 m? s *. Hopf bifur-
cations occur at v slightly less and higher than 130 m2
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Fic. 11. (a) The mean potential energies of the attractors in the
second set of experiments; (b) the mean kinetic energies of the at-
tractors in the second set of experiments.

s, connecting the limit cycle there with two families
of tori. The family with higher v either becomesunstable
or ceases to exist at » = 136 m? s * and the trgjectory
in that case is attracted to a limit cycle on branch A.
The second frequency for this branch of tori is about
0.007 . . . rad/day (a period of about 900 days). Another
pair of Hopf bifurcations occur at v slightly less and
higher than 115 m? s-*. The family of tori that lies
between 115 and 130 m2 s~ has a second frequency
associated with motion on them of about 0.013 . . . rad/
day (a period of about 480 days). For v < 115 m? s7¢,
we computed a torus at 112 m? s—* with a second fre-
quency of about 0.009 ... rad/day (a period of about
700 days). This suggests the existence of a Hopf bi-
furcation at some value of v between 112 and 115 m?
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s . For lower values of v, we found only chaotic at-
tractors at » = 110 and 100 m? s~. The power in the
low-frequency part of the chaotic spectra increases sig-
nificantly as v is reduced from 110 to 100 m2 s-*. This
result is consistent with the results of MB1 and BM1
that the low-frequency part of the spectrum dominates
as the flow becomes more chaotic.

What happens to the perturbation fields ;,, which
were defined in (11) and (12), when the circulation de-
velops a peripheral current? In Figs. 13a,b, we show the
full upper- and lower-layer streamfunctions s, and i,
for the limit cycle belonging to branch B at v = 130
m? s-1. The period of this limit cycle is 109.6 days,
which is much shorter than the period of the gravest
basin mode. The upper-layer velocity is about 0.30 m
st at its maximum and the lower-layer velocity is about
0.05 m st at its maximum. The perturbation fields
1, are shown in Figs. 14a,b. Note that the peripheral
current includes a sequence of baroclinic eddies prop-
agating cyclonically along the lateral walls of the basin.
The quasiperiodic and chaotic behavior of the flow in
the first set of experiments also contained baroclinic
eddies, propagating cyclonically along thewalls, but the
amplitudes of these eddies were smaller than the am-
plitude of the time-averaged flow. The eddies in that
case were weaker, the jet was weaker, and the velocity
and pressure gradients near the walls were significantly
less than in the second set of experiments.

For comparison with the limit cycle in Figs. 13a,b
and 14a,b, we computed the equivalent-barotropic cir-
culation for v = 130 m? s~* with all other parameters,
except y (in the equivalent-barotropic limit v - 0), the
same as for the baroclinic limit cycle. The resulting
circulation is steady and stable. It contains three recir-
culation gyres of unequal strength and is shown in Fig.
15. The striking difference between Fig. 15 and Figs.
13a and 14a emphasizes the crucial role of baroclinicity
in determining both the mean circulation and the time-
dependent dynamics of the flow, even when the ratio of
layer depths y is small.

The sizes and baroclinic structure of the eddies re-
semble those of the Black Sea eddies associated with
the Rim Current (Oguz et al. 1993). Since the first bar-
oclinic deformation radius of the Black Seais similar
to the value used here, thisis, perhaps, not too surpris-
ing. The eddies in our simple model propagate freely
along the walls, whereas in the Black Sea the eddies
may be locked to topographic features, which we did
not consider.

If the time-averaged circulation patterns at » = 338
and 215 m? s* (see Fig. 12) are compared, one can see
that the recirculation gyres observed at all values of v
in the first set of experimentsand at v = 338 m2stin
the second set are scarcely evident at v = 215 m? s
The disappearance of the gyres is associated with the
development of the peripheral current as v is reduced.
In the upper layer the peripheral current, when well
developed (as at » = 215 m? st and lower), flows
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Fic. 12. The time averages (i, ,) of the limit cycles at » = 338, 215 (the lower energy branch), and 115 m2 s™*. The
upper-layer streamfunctions (i,) are shown on the left panels, and the lower-layer streamfunctions (ir,) are shown on
the right panels. Note that with decreasing v, the time-averaged upper-layer circulation develops a peripheral current.

around asingle cyclonic cell occupying the whole basin.
It is possible that this regime corresponds to the single-
cell circulation in the Black Sea, which occurs when the
gyres merge (Oguz et al. 1993).

4. Results: Primary instability

To investigate the physics behind the primary oscillatory
instability, we used an approach based upon the energetics
of the system. This approach was applied in previous stud-
ies (MB1, BM1) of barotropic and equivalent-barotropic
wind-driven circulation and is as follows. For the most
unstable eigenmode of a steady unstable fixed point, we
computed the associated eddy-mean energy conversion
terms, which are functions of the spatial variables. The
spatia distributions and the signs of these terms allowed
usto locate the regions that seem most active in supporting
the instability of the circulation.

Because the instability is an oscillatory one, close to
the stability threshold there are two distinct timescales,

the (short) period of the oscillation and the long e-fold-
ing time. We can exploit this by integrating quantities
over the period of the oscillatory instability. The re-
sulting short-term averaged quantities are slowly vary-
ing on the long timescale. Denoting the slowly varying
mean streamfunctions by ¥, ,, we can then define rap-
idly varying time-dependent perturbation streamfunc-
tions, Y1, = ¢, — ¥,,. By considering the slowly
varying mean and perturbation energy equations in the
usual way, we obtain slowly varying averages of the
energy exchange terms between the slowly varying
mean flow and the perturbation:

H
P=—e 2 LWL W) + 9 I T
= — Sy 'L, } ! ! _
- 6(1+ }’)2<(¢I1 d’z)J<2[d’1 + l!’z]’ \1,1 \IIZ>>

(13)
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FiG. 13. Time-dependent behavior of the streamfunctions ¢, , on the limit cycle at » = 130 m? s™* over one period.
Time t is measured in days. (@) The upper layer (ClI = 15); (b) the lower layer (Cl = 5).

The first term, P, is the energy exchange between the
mean flow and the perturbations due to the rate of work-
ing of the Reynolds stresses. Positive P is characteristic
of horizontal shear-flow instability. The second term, R,
represents the energy exchange associated with the
transport of interface height fluctuations. Positive R is
characteristic of baroclinic instability. In those regions
of the circulation where the sum of the exchange terms,
P + R, is positive, perturbations gain energy from the
basic state. We are interested in localizing these regions
in order to identify the cause of the instability.

We computed the exchange terms for the unstable
growing eigenmode of the unstable fixed point at v =
220 m? s ! (see the perturbation streamfunction plots
in Fig. 16). The exchange terms are shown in Fig. 17.
First, the maxima and minima of P and R are concen-
trated in the western recirculation gyre; second, whereas
the areaintegral of R over the basin has apositive value,

the area integral of P is somewhat smaller and has a
negative value. From the distribution and the signs of
the energy conversion and, also, from the spatial struc-
ture of the eigenmode we conclude that the primary
instability in the system is a baroclinic instability of the
western gyre. This seems, from the perturbation stream-
function plots, to be similar to an azimuthal mode 2
instability of a baroclinic vortex (Flierl 1988) distorted
by the basin boundaries and the flow beyond the recir-
culation gyre. The spatial inhomogeneity in the problem
is reflected in the persistence of some of the wavelike
structure in the time-averaged baroclinic conversion
term (Fig. 17). The energy conversion terms computed
for the most unstable eigenmode of the unstable fixed
point at » = 550 m? s~* and the depth ratio y = 1/19
are shown in Fig. 18. Once again, the area integral of
R has a positive value, whereas the area integral of P
has a negative value somewhat smaller than that of R.
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This result again suggests that baroclinic instability of

the gyre is responsible for the primary instability in the
system.

5. Discussion and conclusions

In this study we extended the results of MB1 and
BM1to atwo-layer quasigeostrophic model of thewind-
driven circulation in a closed basin. In analyzing the
results of a standard numerical GCM, we treat it as a
large-dimensional dynamical system with steady forcing
and dissipation in the same way as in MB1 and BM1.
In this paper, we introduce baroclinic physics into the
model. The results of MB1 and BM 1 suggested that for
a wide range of the control parameters, the dynamics
of the barotropic and the equivalent-barotropic models
are strikingly low-dimensional. This means that in the
large-time asymptotic limit, the phase space trajectory
converges to low-dimensional objects such as fixed

points, limit cycles, tori, and strange attractors. As the
control parameters are changed, these simple invariant
sets may become unstable or disappear as a result of
bifurcations in the dynamical system. This low-dimen-
sional dynamics and the corresponding time-dependent
behavior are intrinsic properties of the system based
upon the nonlinearity of the equations and internal in-
stabilities of the solutions. Theoretical reasons for why
low-dimensional attractors should exist in an oceanic
primitive-equations model are discussed in Lions et al.
(1992). Low-dimensional behavior has also been found
in oceanic models by Jiang et al. (1995), Speich et al.
(1995), Kamenkovich et al. (1995), and Sheremet et al.
(1995).

An important question is how robust is this low-di-
mensionality? How does it depend upon the physics
involved in the model? Does it exist in modern sophis-
ticated general circulation models? In this study we in-
troduced the simplest two-layer baroclinicity in the
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FiG. 14. Time-dependent behavior of the perturbation streamfunctions i;, on the limit cycle at » = 130 m? s over
one period. Time t is measured in days. Note the sequence of the baroclinic eddies propagating cyclonically along the
lateral walls of the basin. (a) The upper layer (Cl = 15); (b) the lower layer (Cl = 5).

model, and the results suggested that low-dimension-
ality was preserved for a wide range of viscosity co-
efficient, which was the main variable control parameter.
This is our central result. The complexity and dimen-
sionality of the attractors found tend to increase as the
dissipation is reduced. Low-dimensional dynamics
should be present in any dissipative GCM driven by
nonstochastic forcing in the absence of discontinuous
processes such as “‘ convective adjustment.” In general,
the location of these attractors and the nature of the
bifurcations in the model will depend on the physical
processes included in the model.

The types of low-dimensional behavior of the wind-
driven circulation seen in this baroclinic study resemble
those seen in the barotropic study of MB1 and the re-
duced gravity model of BM1. We anticipate that the
sensitivity to discretization will also be similar to that

seen in MB1 and BM1. The main differences seen as
resolution was increased in the latter two works were
that the bifurcation thresholds shifted slightly while the
amplitudes and timescales of the time-dependent solu-
tions change by afew percent. This suggests that in the
2LQG case, as in the barotropic and equivalent baro-
tropic cases, the detail s of the bifurcation sequencesmay
change dlightly as the resolution is increased, but the
wide range of low-dimensionality will be robust and the
route to chaos will not change. (The locations of epi-
sodes of phase locking within the chaotic regime are
likely to change.) However, given the smaller scale of
the deformation radius in the second set of experiments
described in the present paper (R, = 16.813 km) com-
pared to the deformation radius in the first set (R, =
23.148 km) and in the EB case (Ry; = 24.4 km), we
expect the second set to exhibit larger sensitivity. This



FEBRUARY 1998

Py

BERLOFF AND MEACHAM

383

~/

S I

FiG. 14. (Continued)

ciliinend

Lt

RTINS ERREN)

[WEw)

FiG. 15. The eguivalent-barotropic streamfunction for » = 130 m?
s1, R, = 16.813 km, and H, = 100 m. The circulation is steady and
stable. Note that the peripheral current does not develop in this case
and the flow pattern is dominated by the main inertial recirculation
gyres.

is borne out by experiments with the 2LQG model at
enhanced resolution. As an example, the case y = 1/9,
R, = 23.148 km, v = 200 m2 5%, at 6.25-km resolution
yields a limit cycle with an energy amplitude equal to
2.7% of the mean energy and a period of about 115
days. At aresolution of 3.125 km, we again see a limit
cycle but the period has shifted to about 112 days, while
the amplitude is 2.6% of the mean energy. With the
shorter deformation radius, larger changes are seen; a
run with y = /19, Ry = 16.813 km, v = 520 m?2 s°¢,
and 6.25-km resolution yields a limit cycle with an am-
plitude equal to 0.6% of the mean and a period of 91.5
days, while at 3.125-km resolution, the amplitude in-
creases to 1.2% and the period becomes 93.5 days.
As the control parameters are varied, the topology of
the attractors changes due to successive hifurcations.
We found that the most common route from afixed point
to astrange attractor in these single-gyre models, wheth-



384

JOURNAL OF PHYSICAL OCEANOGRAPHY

VOLUME 28

t=102

£t=119

Fic. 16. Time-dependent behavior of the perturbation streamfunctions of the most unstable eigenmode at v = 220 m?
stand Ry = 23.148 km over one eigenperiod. Time t is measured in days. (a) The upper layer; (b) the lower layer.

er barotropic, equivalent barotropic, or baroclinic, con-
sists of three successive Hopf bifurcations: from afixed
point to alimit cycle, from alimit cycle to atorus, and
from a torus to a strange attractor. For some values of
the control parameters we found an intermediate period-
doubling bifurcation of a limit cycle. Similar period
doublings were found in the oceanic models of MB1
and BM 1. These results suggest that while period dou-
blings may not be uncommon in ocean GCMs, an in-
finite succession of period doublings (cf. Feigenbaum
1978, 1979) is unlikely and the main route to chaos
should involve successive Hopf bifurcations. This is a
Ruelle-Takens route to chaos (suggested by Ruelle and
Takens 1971). For discussion of the Ruelle-Takens sce-
nario see Newhouse et al. (1978) and Eckmann (1981).

We showed that the low-dimensional dynamicsintro-
duces low-frequency variability of the flow. This vari-

ability isimportant for long-term predictions or climate
studies. In the results reported here, secondary fre-
quencies on some tori yielded interannual and decadal
variability of the flow. Interdecadal variability was as-
sociated with motion on strange attractors. As the com-
plexity of strange attractors grows, the spectral power
at low frequencies grows disproportionately. This be-
havior was observed in MB1 and BM1 and is, presum-
ably, typical for wind-driven circulation models. This
climatological variability in the baroclinic model, as
well as the variability in the models discussed in MB1
and BM 1, arisesin the flow without any long-term fluc-
tuations in the external forcing. It is due to intrinsic
instabilities and the nonlinearity of the circulation. At
the present time there are several explanations of long-
term variability in the midlatitude ocean driven by at-
mospheric forcing. Hasselmann (1976) proposed amod-
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FiG. 16. (Continued)

el in which stochastic forcing of the ocean by the at-
mosphere at all frequencies drives a low-frequency re-
sponse. In that case, the spectrum associated with the
variability of the ocean has a broad band at low fre-
guencies with no spectra peaks. James and James
(1989) showed that the atmosphere itself may possess
low-frequency intrinsic variability when forced only
with the annual cycle. This variability may cause the
ocean’s response on the same timescales. Oscillations
of the midlatitude ocean—atmosphere system coupled
through wind forcing and thermodynamic processes
were found in the numerical study of Latif and Barnett
(1994). They found a coupled decadal oscillatory mode
in the North Pacific Ocean. In addition to these scenarios
for the low-frequency variability in the midlatitude
ocean, our present study, as well as the MB1, BM1,
Jiang et al. (1995) and Speich et al. (1995) results, adds
one more scenario. Namely, it suggeststhat natural vari-

ability (i.e., free from variations in external forcing) of
the midlatitude ocean may occur on climatological
timescales.

The question of how natural climatological variability
will be affected by temporal variations in the forcing is
still open. An understanding of low-dimensional dy-
namics may be important in answering it. We expect
that, in some regimes, the flow driven by a stochastic
time-dependent forcing will have a tendency to stay
longer in thevicinity of the attractors of the same system
driven by a steady forcing ‘‘close” to the time-depen-
dent forcing, for example, atime average of the unsteady
forcing. In that case the attractors will be associated
with the most statistically probable states of the flow.
When the forcing is simply periodic, the forcing can be
incorporated in the framework described above by for-
mally adding a pair of extra variables whose evolution
equations reproduce the time-dependent component of
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B)

Fic. 17. Spatial distribution of the energy conversion terms R and
P corresponding to the most unstable growing eigenmode at v = 220
m? st and R; = 23.148 km. (a) R, (b) P.

theforcing, converting the nonautonomous probleminto
an autonomous one. The additional variables are not
dissipated in the same way as the original variables. In
the limit of strong dissipation, these variables continue
to oscillate and so the strong dissipation limit is a limit
cycle rather than afixed point. One advantage of adopt-
ing this point of view is that it provides a unifying
perspective that can include both the work described
above and results from models of El Nifio of the sort
described in Jin et al. (1994) and Tziperman et al.
(1994). Whether the route to chaos will then be via
overlapping resonances on a torus as in the latter two
references or one of the other routes to chaos from a
torus remains to be seen.

A useful comparison can be made between the bar-
oclinic model circulation and the observations of flow
patterns in the Black Sea. The Black Sea exhibits the
interesting phenomenon of large-scale organization. The
circulation in the Black Seais predominantly cyclonic.
A prominent feature of this circulation is a recurrent
appearance of two cyclonic cells (the Western and East-
ern Gyres)—one in the eastern and the other in the
western part of the basin. At other times the upper-layer
flow is dominated by a basin wide Rim Current, and
the gyres are less prominent. The barotropic and equiv-
alent-barotropic models used in MB1 and BM1 were
able to reproduce two cyclonic recirculations, which are
analogous to those observed in the Black Sea, for a
wide range of v and R,. In the baroclinic case, the gyres
were observed for all values of v in the first set of
experiments, when the layer depths were H; = 200 m
and H, = 1800 m. In the second set of experiments
with H; = 100 m and H, = 1900 m the gyres disap-

Fic. 18. Spatial distribution of the energy conversion terms R and
P corresponding to the most unstable growing eigenmode at v = 550
m? st and R; = 16.813 km. (a) R, (b) P.

peared gradually when » was reduced. This process was
associated with the developing of a peripheral cyclonic
current in the western half of the basin. In the eastern
part of the basin the current was rather slow and wide.
The current was essentially baroclinic. It wasfilled with
a‘‘chain” of baroclinic eddies associated with vigorous
meandering of the main jet. The eddies propagated cy-
clonically along the basin's walls. We found that this
seemingly complicated behavior might be achieved on
relatively simple dynamical attractors such as limit cy-
cles and tori. The observations of the Black Sea cir-
culation (Oguz et al. 1993) showed a cyclonic Rim Cur-
rent filled with baroclinic eddies. It is possible that the
peripheral current in the model may be analogous to the
Rim Current. No peripheral current was found in the
barotropic and equivalent-barotropic models of MB1
and BM1. This suggests that the nature of the peripheral
current is essentially baroclinic, which accords with ob-
servations (Filippov 1961; Oguz et al. 1993). In our
experiments we obtained a transition between gyre-
dominated flows and Rim Current—dominated flows by
varying the stratification. In the real Black Sea, such
transitions are likely to depend on seasonal fluctuations
in the strength of the wind as well as on the seasonal
variations in the pycnocline due to surface heat and
freshwater fluxes. It would be interesting to continue
this work by adding a simple seasonal cycle to thewind
forcing.

We examined the nature of the primary instability of
the flow and found that the onset of oscillatory insta-
bility occurs as a result of baroclinic instability in the
western recirculation gyre. The comparison of this in-
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stability with the complicated shear-flow instability seen
in the equival ent-barotropic model (see BM1) involving
the western boundary intensification, the western gyre,
and the meander between the western and central gyres,
and the similarly complicated shear-flow instability of
the barotropic circulation (Meacham and Berloff 1996b)
emphasizes the important role of baroclinicity in time-
dependent general circulation problems (cf. Holland
1978).

Last, we note a feature common to barotropic, equiv-
alent-barotropic, and baroclinic models of the wind-
driven circulation: the existence of parameter regimes
in which multiple, stable, time-dependent regimes co-
exist.
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