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Abstract

The role of mesoscale oceanic eddies in driving the large-scale currents is studied in an eddy-
resolving, double-gyre ocean model. The new diagnostic method is proposed, which is based on
dynamicaldecomposition of the flow into the large-scale and eddy components. The method yields
the time history of the eddy forcing, which can be used as additional, external forcing in the corre-
sponding non-eddy-resolving model of the gyres. The main strength of this approachdgiraitsical
consistencythe non-eddy-resolving solution driven by the eddy forcing history correctly approxi-
mates the original large-scale flow component. It is shown that statistical decompositions, which are
based on space-time filtering diagnostics, are dynamically inconsistent. The diagnostics algorithm is
formulated and tested, and the diagnosed eddies are analysed, both statistically and dynamically. It
is argued that the main dynamic role of the eddies is to maintain the eastward-jet extension of the
subtropical western boundary current (WBC). This is done largely by both the time—mean isopycnal-
thickness flux and the relative-vorticity eddy flux fluctuations. The fluctuations drive large-scale flow
through the nonlinear rectification mechanism. The relative-vorticity flux contributes mostly to the
eastward jet meandering. Finally, eddy fluxes driven by both the eddies and the large-scale flow are
found to be important. The latter is typically neglected in the analysis, but here it corresponds to
important large-scale feedback on the eddies.
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1. Introduction

The need to understand the large-scale/eddy interactions and to account for them in
oceanic general circulation models (OGCMs) is one of the fundamental challenges in phys-
ical oceanography. It is widely recognised that, along with surface forcing, the mesoscale
eddy fluxes of momentum and potential vorticity (PV) are capable of driving the large-scale
currents. In the OGCMs, the eddy fluxes are partially resolved but mostly parameterised in
terms of simple mathematical models. It is difficult to test these simple models, because it
is difficult to observe the real eddy fluxes. At this point, a promising strategy is to study
eddy fluxes in idealised, eddy-resolving ocean models, as it is done in this paper.

In the introduction, the background literature is discussed, the problem is posed, and
the ocean models and the eddy-resolving solution are described. The new method of flow
decomposition into the large-scale and eddy components is given in Sc#oralysis
and interpretation of the corresponding eddy fluxes is in Se&iavhich is followed by
the summary.

1.1. Background

The role of eddies in the midlatitude ocean gyres remains poorly understood. Early
theoretical works on the gyres consider simple and steady, ligéammel, 1948; Munk,

1950 and nonlinear Fofonoff, 1954; Moore, 19§3analytic solutions of the barotropic
vorticity equation. Most of the recent theoretical advances, which focus on more realistic
circulation regimes, are made with the help of numerical models. In particular, it is shown
that the gyres have multiple steady states (€gssi and lerley, 1995; Speich et al., 1995;
Sheremet et al., 1997; Berloff and Meacham, 1988 of which are unstable for Reynolds
number R@ larger than its critical value. At supercritical, but still significantly smaller than
the oceanicRe the gyres operate in dynamically complex turbulent regimes, which are,
generally, even more realistic. The main aspects of the wind-driven midlatitude ocean gyres
are the broad and slow currents in the interior of the basin, the narrow and swift western
boundary currents (WBCs) with their eastward jet (EJ) extensions and adjacent recirculation
zones, and the mesoscale eddies generated by flow instabilities and nonlinear dynamics.
The eddies are typically defined as fluctuations around the time—mean background flow.
Nonlinear interactions between the eddies and the background flow are complex (e.g.,
Bryan, 1963; Veronis, 1966; Holland, 1978; Haidvogel et al., 1992; Berloff and McWilliams,
1999a,h, and the role of eddies increases wRb(e.g.,Siegel et al., 2001 Importance of

the large-scale advection in driving the recirculations surrounding the main EJ by supplying
PV anomalies is argued @essi et al. (1987and the role of the time—mean eddy/eddy PV
flux is studied inJayne et al. (1996)

Modelling eddy effects by simple mathematical models is a classical turbulence problem,
which is particularly difficult in the ocean, where spatially dense and temporally long
observations of the eddy field are problematic. The most common model of this kind is
turbulent diffusion, which represents unresolved eddies in virtually all OGCMs. The basic
assumption of the diffusion model is that the large-scale currents are smoothed out rather
than enhanced by the eddies, but there are examples of the anti-diffusion phenomenon
(Starr, 1968. It is argued, that this phenomenon—impossible in the classical turbulence
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scenario—can be understood in terms ofltimgy-range transpordf momentum or vorticity,

that is associated with their generation in one place but dissipation in anothdidné/e,

2000. Inthe ocean this transport is done by the eddy fluxes, and the necessary condition for
them to be approximated by the diffusion is their down-gradient orientation with respect to
the background gradient of the fluxed quantity. Different orientations of the eddy fluxes are
found in idealised eddy-resolving models (eXeguier, 1999; Jayne et al., 1996; Jayne
and Hogg, 1999; Drijtfhout and Hazeleger, 2001; Roberts and Marshall) 2b@defore,
relevance of the diffusion approach is uncertain, and alternative approaches have to be
looked for (e.g.Berloff, 2004.

1.2. Statement of the problem

Solving for the ocean mesoscale-turbulence problem requires: (i) efficient diagnos-
tics of the eddies, (ii) suitable mathematical model for the eddy effects, and (iii) rela-
tionship between parameters of this model and the large-scale flow. This paper deals
with the eddy diagnostics and its interpretation; the mathematical model based on these
results is inBerloff (2004) and the search for parameter relationships is a matter of
the future. The problem is addressed in the context of the idealised ocean circula-
tion, but the method and the ideas can be applied to other geophysical and turbulent
flows.

The starting question iV/hat is a meaningful decomposition of the flow solution into
the large-scale and eddy componen@Bviously, the flow decomposition is not unique,
and in physical oceanography the most common approach is to decompose any flow into
the infinite-time average, representing the large-scale component, and fluctuations around
this average, representing the eddies. Alternatively, large-scale flow can be filtered out
by a more general space-time filter. Here, a new idea of flow decomposition, and, there-
fore, a new definition of the eddy fluxes is proposed and implemented. According to this
idea, the large-scale flow is filtered out of the original data interactively, as the solution
of a non-eddy-resolving model integrated in time and corrected by the interactively calcu-
lated eddy forcing. Thus, the non-eddy-resolving model acts as the dynamical filter. The
main strength of this approach is in ilynamical consistencythe non-eddy-resolving
solution driven by the eddy forcing history correctly approximates the original flow. The
practical significance of the approach is in the idea that the dynamically consistent eddy
forcing can be modelled as a random procésrlpff, 2004. Once the flow is decom-
posed, the following questions are asked. What is the large-scale dynamical effect of
the eddies? What are the principal mechanisms involved? What are relative contributions
of different eddy flux components? Can the eddy effects be represented as a diffusion
process?

Although the dynamical decomposition method is essentially a diagnostic tool that re-
quires detailed knowledge of the flow, it prepares solid ground for advance toward “param-
eterisation” of the eddy effects. After mathematical model of the eddy effects is developed
and its parameters are related to the large-scale flow, eddy-resolving simulations will not
be required for predicting the large-scale flow statistics. An important step toward this goal
is to study sensitivity of the large-scale response to different simplifications of the eddy
effects obtained in the dynamically consistent wBgr{off, 2004.
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1.3. Ocean models

Here, the eddy-resolving (ER) model is used to obtain the reference solution, which
contains both the large-scale and eddy components. The model represents midlatitude ocean,
with a prescribed density stratification, and in a flat-bottom square basin with north—south
and east—west boundaries. The QG PV equatidadlpsky, 198)for N dynamically active
isopycnal layers are:

% + J(Wi, qi) + ﬂ% = pall}jl[lv x T+ vV, (1)
wheresij =1 if i =], andgjj =0 if i #], andi is the layer index starting from the top. The
meridional planetary vorticity gradient f3, the surface wind stress ts andJ(:,-) is the
Jacobian operator. The PV anomaligsare connected with the velocity streamfunctions,
¥i, through the coupled elliptic equations:

V2 — (1= 8;1)Sia(Wi — Yic1) — (L= 8i8)Si2(Wi — Vi) = ¢i, 2

with the stratification paramete®s; and $ 2. The horizontal velocity components are found
as

o
dy " ox

and on the lateral boundaries velocity is zero. Also, there is the mass conservation constraint
for each layer:

& [[ wte. ey =0 (4)

: ©)

up =

Parameters of the model and basic features of the flow solufign J) are discussed
in Appendix A After the initial spin-up from the state of rest, the solution equilibrates
statistically. Then, it is computed for 4@ays and stored in terms gf for the analysis
on the coarsened, 129129 grid, with 1-day time intervals. This data set is referred to as
the coarse-grained (or, projected on the coarse gathrenceER solution. In general, the
coarse-graining method can be altered by using a coarse-gridscale filter, but here the simplest
optionis used, whichis equivalent to the common observational practice of estimating point-
wise gquantities. Also, the filtering would result in underestimating the variance of the flow
fluctuations. The coarse-graining projection can be more formally expressed as

X+AX/2 pY+AY/2 pT+AT)2
/ / K(t, % T, X) ¥(r, X) dx dy dr. (5)

(T X) = Proj[y (s, x)] = /

X-ax/2) x-av/2) T-AT)2

In this paper, the projection kernel is chosen to be a simple Dirac delta function,
K (1, % T, X)(t, X) = 8(X — x) 8(Y — y) 8(T —1), (6)

for each isopycnal layer. A more general form of the kernel allows for heterogeneous
averaging near boundaries and nested grids. Further below, tildeyoisiomitted for
simplicity, unless otherwise stated.
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Fig. 1. ER (a, b) time—-mean and (c, d) instantaneous, total velocity streamfunctions in the (a, c) upper and (b, d)
deep ocean. Contour intervals (Cl): (a, cff ¥ s, (b) 0.25x 10*m?s~1, and (d) 0.5« 10 Ws 1.

How crucial is the use of the ER model for the dynamically consistent eddy flux anal-
ysis? First, this analysis can be viewed as a pudignostictool for solutions of any
comprehensive ER model. Second, there is a hope that the diagnosed eddy effects will be
“parameterised”, hence resolving the eddies will not be required for modelling the large-
scale flow. However, before this is achieved, (a) generic properties of the eddy fluxes have
to be sorted out and understood, (b) a model of the eddy effects has to be put forward,
and (c) relationships between the model parameters and the large-scale flow patterns have
to be established. Finally, the ER solution can be, potentially, replaced with interactive
ocean observations, and the associated coarse-grid model can be used for the analysis of
the observations.

The large-scale and eddy components of the flow, arbitrary so far, are denoted with
overbar and prime, respectively, and the full flow is:

ut, x) =u+u, gt,X)=q+4. (7

The eddy forcing is defined as

f=JW.q)—JW,q)=V-Ug—V-ug=V-F, (8)
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whereF’ is the eddy flux of the PV. In the simple form, the eddy forcing incorporates eddy
effects, which are otherwise missing from the non-ER dynamics. Note, that the eddy forcing
can be defined for any decomposition Exg), but in the dynamical decomposition method
the large-scale flow component is unambiguously defined as the solution of the non-ER
model interactively corrected by the corresponding eddy forcind&q.

The ER and non-ER models have the same general set-up, but the former has far fewer
degrees of freedom and solves only for the large-scale flow evolution. The governing non-ER
PV equations are:

dqi | —dqi | —dq | 0vi b1 4
i | i 5.0 gV %l g Vi + i, 9
or Tligx TGy TPax T o KT TV Vit ©)

where §, Y) are the coarse-grid space coordinatgsand; are the non-ER (i.e., large-
scale) PV anomaly and velocity streamfunction, and all of the derivatives are calculated
on the coarse grid. Using different time scalejndicates that the non-ER model allows

for the larger time steps due to the relaxed Courant condition (2.4 h time step is used). The
elliptic Eq.(2)is similarly modified. In Eq(9)f; is the eddy forcing, and the eddy diffusivity
enhancement, — v, parameterises the sub-mesoscale eddy forcing wiped out as a result of
the coarse-grid projection of the ER solutigkppendix A). Herepy=10v=10°m?s 1, and
sensitivity study with the values of which are 10 times smaller or larger than that, confirms

all of the basic conclusions of this paper. This is so, because most of the dissipation occurs
near the western boundary and the dynamically important eddy fluxes in the eastward-jet
region are not very sensitive to the diffusivity enhancement. Given that the coarse grid has
four times less points in each direction, the grid-scale Reynolds nuiiidén, whereU is

some typical velocity and is the grid scale, is reduced by a factor of 0.4. This is done in
order to be able to resolve marginally, by just one point, the Munk saa{3. In a more
advanced application of the ideas developed in this paper, eitt@rv can be spatially
inhomogeneous, so that both the grid-scale Reynolds number is kept fixed and the Munk
scale is well resolved.

2. Flow decomposition into the large-scale and eddy components
2.1. Dynamical decomposition method

This section explains how a non-ER model can be used to decompose the flow. The idea
is to introduce the dynamical constraigfiven a non-ER modgethe flow decomposition
has to be such that the resulting eddy force yields the non-ER solution which correctly
approximates the large-scale structure of the original fldive eddy flux and force based
on the decomposition satisfying this constraint are referred to as the dynamically consistent
ones. There are three important consequences of the constraint: (i) the eddy forcing becomes
a part of the prognostic, dynamic model for the large-scale flow; (i) the flow decomposition,
the eddy flux, and the non-ER model are always defined together; and (iii) the non-ER model
equations have to be solved explicitly as a part of the decomposition process. Another, less
obvious consequence is that dynamically consistent eddy forcing can be replaced by a
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random process, and the corresponding non-ER solution will correctly approximate the
original flow (Berloff, 2009.

The dynamical decomposition algorithm is based on integrating and interactively cor-
recting the non-ER model solution with the information supplied by the structure of the
full flow. This information enters the non-ER model in terms of the interactively calculated
eddy force, and the eddies are continuously and interactively defined in terms of the struc-
tural differences between the full and non-ER flows. More specifically, a non-ER model is
initialised with the initial conditions for the ER flow and integrated in time. At each moment
of time, the large-scale component of the flaw,is defined as the non-ER solution; and
the eddy component//, is found as the difference between the full flow and the non-ER
solution. In each isopycnal layer, at each grid point, and on each time step, the instantaneous
eddy forcing,f(t, x), is found according to E(8), whereJ(-,-) and v are the coarse-grid
operators. Thud{(t, x) incorporates information from both the non-ER and ER solutions.
Next, the non-ER model is stepped forward with this eddy forcing term and the process
is repeated for the next time step. In the end, the non-ER solution is obtained over the
same time interval as the ER reference solution. To summarize, the eddies are literally the
unresolved fluctuations of the non-ER dynamics, but, nevertheless, they are accounted for
in terms of the (residual) eddy forcing.

Decomposing turbulence by dynamic models is not common. An alternative method,
applied to the large-eddy simulation of the isotropic turbulence, calculates the eddy forcing
by making use of the truncated approximation of the Navier—Stokes equation solved on
a finer grid Domaradzki et al., 2002 This method has no enhanced eddy diffusivity,
therefore the energy gradually piles up at small scales, and to avoid problem the fine-
grid flow has to be periodically reinitialised with the parallel coarse-grid solution. The
dynamical decomposition method is more simple and straightforward, but it is expected
to work only when the eddy forcing is a leading-order term. Fortunately, this is the case
in the oceanic gyres. Although the method proposed here also involves corrections given
by differences between the modelled and reference flows, it is different from the method
based on calculating residual force from the tendency t&wr(drea and Vautard, 2000
and from the approach in which the residual force is used to correct the eddy diffusivity
coefficient Kaas et al., 1999 It is also different from the approach in which solution is
corrected by the time—mean component rather than the full history of the eddy forcing
(Marshall and Molteni, 1993 In the present study, an attempt to account for other eddy
effects by correcting the diffusion operator and fgerm destroys the leading-order linear
balance in the western-boundary viscous layer and corrupts the integral PV balance (Section
2.3). In turn, this induces solution runaway characterised by exaggerated gyres.

Generally speaking, decomposition Eg) and the corresponding eddy flux history are
not unique. For exampley; (or, g) can be statistically filtered out as

w(t, X) = / / G@t—1,x—X)y(f,X)dt' dx, (10)

whereG(t, x) is a prescribed filtering kernel with unit norm. The main problem with this
statistical approach is that the choice3tf, x) is not unique and physically not constrained.
The particular case of E¢10) that involves averaging in time only is the most common
basis for defining the eddy fluxe&ppendix Billustrates dynamical inconsistency of this
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(©)

Fig. 2. The CG, upper-ocean velocity streamfunction: (a, b) time—mean, and (c, d) instantaneous. The eddy
viscosity,vis (a, ¢) 110 and (b, d) 10003s~1. CI=10*m?s1.

definition. Thus, itis argued here that the traditional approach should be abandoned or at the
very least strongly informed by modelling efforts that focus on parameterising dynamically
consistent eddy forcing.

2.2. Dynamical decomposition of the ocean gyres

In this section, the dynamical decomposition method is applied to the ER solution. How
well can the non-ER model work without the eddy forcing? In this case, the non-ER model
is the coarse-grid model in which truncated dynamic degrees of freedom are simply not
accounted for. It is found that the coarse-grid model is not capable of approximating the
ER flow, no matter how large or small is the valuespbecause the diffusion model simply
can not simulate anti-frictional action of the mesoscale eddies (corfjgse2 and ,c).

With smallv, the subtropical WBC generates intense anticyclonic eddies that propagate all
the way to the north-western corner of the basin and drive there the time—mean anticyclonic
recirculation Fig. 2a,c). Location of the instantaneous WBC separation point fluctuates

strongly, and the time—mean EJ has unrealistically large meridional excursion. This flow
regime is formed because the resolved eddies are not efficient in delivering PV from the
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Fig. 3. Streamfunction of the upper-ocean non-ER solution: ((a]x, y)), (b) v;(x, y), and (c) ¥i(x, y)
(Cl=10*m?s™1).

western boundary into the basin interior. As a result, the PV budgdtlEpjs satisfied by
relatively large exchange of PV (and mass) between the northern and southern parts of the
basin and by the invasion of the subtropical gyre to the cyclonically forced region. Overall,
this regime is similar to the free-slip on€éssi, 199}, largely due to the poor resolution of

the viscous western boundary layer. The largegime is qualitatively incorrect because it
does not have the right EJs: the time—-mean eastward flow is broad, slow, and excessively
meandering and the WBC eddies are exaggerated. Overall, this flow regime is qualitatively
similar to OGCM solutions at moderaRe(e.g.,Bryan, 1987.

Inthe ocean gyres, the dynamical decomposition method based on the non-ER model Eq.
(9) works well (Fig. J). This is so because the eddy forcing is strong. The time—mean non-
ER flow is characterised by the EJs with qualitatively correct shapes, and separating from
the boundary in right locations. On the other hand, the non-ER WBCs are broader due to the
enhanced diffusivity. In the western part of the basin, which generally is the most vulner-
able to under-resolving the eddies, instantaneous non-ER flow smoothly approximates the
reference solution (compaFégs. 1c and 3 In the eastern basin, the eddies are dominated
by large-scale, small-variance, and relatively fast, westward propagating signal, which is
likely generated by instabilities of the subtropical WBC and its EJ exten8eridff and
McWilliams, 19993 The non-ER model overestimates these instabilities, therefore it ex-
aggerates these fluctuations. Success of the non-ER solution in approximating the ER flow
is further quantified by significant correlations between the non-ER and ER time series.
The basin-integrated potential energy time series have remarkably large correlation coef-
ficient of 0.98. The time—mean kinetic energies differ by factor of 2.5, suggesting that the
eddy forcing accounts for most of the eddy activity. On the other hand, the kinetic energy
correlation, which is a poorer indicator of the large-scale coherence, is 0.53.

2.3. PV fluxes and flux components

Given that the ER solution is dynamically decomposed into the large-scaled eddy,
u’ components, different components of PV fluxes can be studied statistically. Each flux
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component is sum of the time—mean pattern and history of the fluctuations:
u=(u)+f{u}, ) +{u, (11)

denoted by the angular and curly brackets, respectively. In each isopycnal fluid layer, the
horizontal PV flux,

F=ug+u¢ +uqg+uyq =F +Fg+Fg + Feg (12)

is the sum of the fouscale interaction componentghere each term on the left-hand side is
denoted by the corresponding term on the right-hand side. Here, the large-scale/large-scale
component can be written as

FLe = (u)(g) + FL, (13)

where the first term is PV flux driven by the large-scale climatology, and the second term
is the resolvedarge-eddyflux. The unresolved flux,

F'=Flg + FeL + Fee (14)

is in the main focus of this study. Also, the fluxes are decomposed intedheity-
type componentthat represent individual fluxes of relative vorticity (i.e., Reynolds stress
divergence):

Ri = u;V2y;, (15)
and buoyancy (i.e., the isopycnal-thickness flux):

Bi = ui[—(1—8;1)Si1(¥i — ¥ri—1) — (1 = 8i n)Si2(¥i — Y1)l (16)

where subscript indicates the isopycnal layer. Here, the fluxes are not decomposed into
rotational and divergent components, because this decomposition is not unique in a bounded
domain Fox-Kemper et al., 2003To summarise, each of the eddy fluxes in @4.) can be
decomposed into two vorticity-type components and into the time average and fluctuations,
thus, there are 12 eddy flux components in total. In contrast, traditional analysis, based on
the flow decomposition into the time—mean component and fluctuations, focuses only on
two fluxes:(R’gg) and(B’gg).

In each isopycnal layer, basin integral of each flux component is zero due to the no-slip
boundary condition. Also, due to the mass conservation constraif |z §tokes theorem,
and the no-slip boundary condition:

9 3 9
— dedy = — [[ VZydxd =—7§ dl =0, 17
at//q y at// ¥ dxdy a P (17)

whereuy is the velocity component along the basin boundétySince [ By dxdy = 0

Eq. (17) implies that the basin-integrated absolute BYijs constant, and the rate of PV
generation by the wind is exactly balanced by the diffusive flux of PV through the lateral
boundaries:

//V><rdxdy:—v//VZVdexdy:—ygandl, (18)
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whereDy, is the diffusive flux component normal 0. In particular, since the deep-ocean
isopycnal layers are not exposed to the wind, they have zero integral diffusive fluxes through
the boundaries. In Sectid@it is shown that the boundary-generated PV fluxes are essential
for eddy effects on the large-scale flow.

3. Analysis of the eddy fluxes

This section analyses and interprets the dynamically consistent eddy flux and its com-
ponents, as given by the eddy-resolving model. What flux components (S@@&joare
important and in what way?

Capability of the eddy flux to drive a large-scale flow is easily illustrated for a zonal-jet
configuration Pedlosky, 198) In this case, both positive flux of relative vorticity and pos-
itive ageostrophic velocity yield eastward acceleration, and, therefore, drive the eastward
jet; and positive divergence of the buoyancy flux yields positive change of depth deviation.
In the purely adiabatic and stationary situation, the eddy fluxes produce time—mean merid-
ional circulation with the ageostrophic component that precisely cancels the tendency of the
fluxes to alter the time—mean state. This is the wave-mean flow non-acceleration theorem.
In the double gyres, the conditions of the theorem are not valid, because there is no zonal
symmetry, and the fluid-dynamic model is forced (by the wind and through the boundaries)
and dissipative. The PV equation allows one to get rid of the ageostrophic velocity com-
ponent and to formulate the eddy forcing in terms of the flux divergences. Here, since the
QG model is determined in terms of the PV, the PV fluxes and their effects on the large-
scale flow are considered. As well as the time—mean eddy forcing, purely fluctuating eddy
forcing are also capable of driving time—mean large-scale flows through the rectification
phenomenonHaidvogel and Rhines, 1983

3.1. Full time—mean eddy fluxes

The time—mean eddy fluxF'), is relatively large in the western part of the basin, in the
upper ocean, and, particularly, around the subtropical WBC and its EJ. The flux maintains
the global PV budget E¢17)by transporting PV from the boundaries into the basin interior
and from one gyre to the other. In the first mechanism, PV generated on the boundary is
fluxed through the viscous boundary layer by the diffusion, then it is picked up and fluxed
farther away by the eddieB¢x-Kemper and Pedlosky, 2004 he boundary source of PV is
large when the relative vorticity has large horizontal gradient in the off-boundary direction,
as it occurs here in the western basin. Eddy fluxes drive large-scale flows by diverging:
positive/negative divergence decreases/increases local PV anomaly and, therefore, drives
an anticyclonic/cyclonic recirculation. Hergs') is strongly divergent around the WBCs
and EJs in a similar way to its isopycnal-thickness flux comporfegt éf). In the upper
ocean, the main positive divergence is to the east of the subtropical WBC and to the south of
its EJ extension, and the main negative divergence is to the north of the subtropical EJ—this
pattern tends to enhance the EJ. In the deep ocean, the flux is weaker, and around the EJ
its divergence pattern is largely opposite to the upper-ocean one. Some characteristics of
the cross-EJ eddy flux and its components are summariseblas 1 and 2and discussed
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Fig. 4. The upper-ocean relative vorticitRR') (upper); and isopycnal thickness anoméB/y (lower row of panels)
components of the time—-mean eddy flux and their horizontal divergences. The (a, d) zonal and (b, e) meridional
flux components, and (c, f) the flux divergences. The corresponding upper-ocean velocity streamfymdsion,
shown with Cl =18 m?s~1. Small rectangular shown in panels (c) and (d) outlines the basin subdomain used in
Fig. 5. The positive (negative) fluxes and divergences are nondimensionalised by their corresponding maximum
(minimum) values, so that the color scale changes freinto 1. This is routinely done in all the other color
figures. Here, the minimum and maximum values of the color-plotted quantities (units for fluxésn®0?; for
divergences: 1% s~2) are: (a, d-39 and 51, (b, €}-120 and 53, (c, f--42 and 15.6.

Table 1

Meridional patterns of the upper-ocean eddy fluxes and their components across the subtropical EJ
Full PV flux Thickness flux Reynolds stress
(F{g):J, down,F (Blg): I, down,F (R g): 4, down,+
<FEL T, up,... (BEEL> T, up, £+ (ngd: T, up,F
<FEE f,up.+ (Bgg): ., up, F (REE): ey veyens
(F'): 1, up, F (B"): 1, up, ¥ (RIY: ooy iy

Symbolsf and indicate northward and southward directions of the flux, respectively; symbols up and down
indicate whether the fluxes are locally up- or down-gradient with respect to the time—mean absoluf®;PV,
symbols+ and F indicate the alternating-sign eddy flux divergence pattern that enhances (i.e., positive to the
north of and negative to the south of the EJ axis) or weakens (i.e., the opposite configuration) the eastward flow

in the jet. The multiple-dot symbol, ., is applied when the corresponding pattern can not be described in terms
of a simple meridional structure.
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Table 2

The same as ifiable 1but for the deep ocean

Full PV flux Thickness flux Reynolds stress
(F{g):{, down,F (Blg)ie o o0 F (Rl g): |, down,+
(FEL): froup, £ (Bg.): 4, down, & (RgL): fr, up,F
(Fg): 4, down, ... (Big): U, down, % (Rgg): 1, up, ¥
(F'): |}, down,+ (B'): ||, down,+ (R'): v, up, F

further below in terms of their relationship to the time—mean flow gradieppéndix Q.

Here, some effort is made to simply relate the eddy fluxes and the large-scale flow, or the

eddy forcing and its variance, but the results are discouraging. It is obvious that search

for such relationships should be based on more suitable mathematical models for the eddy
effects (e.g.Berloff, 2004.

3.2. Vorticity-type components

Physical insight into the eddy effects is gained by decomposing the eddy fluxes into
the vorticity-type components (Secti@mB), (R") and(B’). Away from the WBCs, th&'-
flux dominates in terms of magnitude and divergerieig.(4), which is consistent with
some observatiohsThe boundary-generated PV, which is in the relative-vorticity form,
is diffusively fluxed across the viscous sublayer, until it is picked up by the off-shore
component of thé&r-flux. In the WBC outside the sublayer, there is a region of intense
baroclinic instability Berloff and McWilliams, 1999a The mesoscale eddies generated
over there are characterised by large deviations of the isopycnal surfaces, therefore, they
strongly contribute to the thickness flux. Along the EJ, Rwlux divergence consists of
the sequence of positive and negative anomalies, arid ifiex divergence is organised in
the well-defined dipole patterfrig. 5).

The fluxes substantially force and alter the subtropical WBCBthdivergence slows it
down, which is consistent with the local baroclinic instability process, an@'tde/ergence
substantially reshapes it. There, the negd®vdivergence amplifies positive near-boundary
vorticity, and, thus, shifts the current axis toward the boundary. Farther away from the
boundary, the positiv® -divergence generates negative PV—this process represents stirring
by the eddies that homogenises PV to the east of the jet axis. In more idealised set-up, the
mechanism of reorganization of the WBC by the eddies is studgdiloff and McWilliams
(1999b) To the large extent, the WBC separation is controlled by the absolute maximum
of the R-divergence in the most western, upper-ocean meander of the EJ.

Around the EJ, thR-flux does not have simple pattern, unlike its divergence. This
is consistent with the barotropic single-gyre solutiofsX-Kemper and Pedlosky, 2004
which have no thickness fluxes. The thickness flux recirculates in the form of the large-
scale, cyclonic gyre that covers the WBC/EJ region. Buidy flux recirculation gyrés a
part of the global PV exchange between the gyre interiors and the western (and, partially,

i Below the thermocline, PV eddy flux is dominated by the thickness flux component with divergence that
drives cyclonic/anticyclonic recirculation to the north/south of the GulfstreanHBdd, 1993, but there are no
conclusive observations in the upper ocean.
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Fig. 5. Streamlines of the upper-ocean eddy fluxes of (a) relative vorti€tty, and (b) isopycnal thickness
anomaly,(B’), are shown with black lines and arrows. The color shading indicates the flux divergences. The basin
subdomain is outlined iffig. 4 and one of the corresponding velocity streamfunction levels (thick green line)
indicates, for convenience, location of the EJ. The minimum and maximum values of the divergen88 arel

15.6x 108572,

the southern) boundary, rather than it is a part of the PV (and mass) exchange between the
oceanic gyres. The primary dynamic mechanism driving the eddy flux recirculation gyre is
baroclinic instability of the WBC that converts boundary-generated relative vorticity into
the eddy thickness flux, which connects the boundary and the EJ. In sharp contrast with
intensive cross-EJ fluxes, the fluxes connecting the subtropical and subpolar gyre are weak
(Fig. 4), which is consistent with the inhibited inter-gyre mass exchaigel¢ff et al.,

2002. This situation is rather different from the one consideretiarison (1981)and
Marshall (1984) because of the no-slip boundary condition and asymmetry of the wind
forcing. TheB'-flux crosses the EJ in the form of well-defined, broad, and approximately
meridional flow, which is northward in the upper and southward in the deep ocean. The
cross-EJ structure of the vorticity-type flux components is summaris@ahles 1 and 2
Overall, across the EJ, the thickness flux works against the time—mean absolute PV gradient
(Appendix Q, therefore it can not be approximated in terms of the diffusion process (e.g.,
as inGent and McWilliams (1990) Finally, with the sign reversal, the eddy flux patterns

are qualitatively similar in the subtropical and subpolar gyres. This suggests that the re-
sults are robust with respect Re because the subpolar gyre is locally characterised by
lower Re
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Fig. 6. Upper-ocean divergences of the time—mean scale interaction componetis; {afb) (F{g), (c) (Fg,),
and (d)(Fgg). The upper-ocean, time-mean velocity streamfunctign, is shown with Cl=16m?s™1. The
minimum and maximum values of the color-plotted divergences (units 4&): (a) —25.0 and 79.9, (b}-61.9
and 19.7, (c}-25.4 and 33.7, and (d}33.7 and 34.4.

3.3. Scale interaction components

The pattern of the resolved eddy fluf/ | ), is similar to that of F’), but its divergence
is different: it does not have the upper-ocean dipole pattern supporting tfége8d). In
the deep ocean it is largely opposite to fHedivergence, hence, it enhances the EJ—this
is a result of the baroclinic instability that makes the jet more barotropic. Fluxes that are
nonlocal in terms of the large-scale feedback on the eddf€sz) and (F'gL), tend to
have opposite signs, but do not cancel each other completely, and their divergences have
qualitative differencesHjg. @b,c). The opposite sign is a result of mutual advection of the
eddies and large-scale fluctuations. Around the EJ, the upper-ocean nonlocal fluxes are
dominated by the stretching terq®B’  g) is meridionally down-gradient, an@®'g, ) is up-
gradient. The EJ enhancement is due to the divergence of the zonal compot®&it bf
which connects the western-boundary and EJ regibits §). Here, the large-scale flow
underestimates the transport of positive, boundary-generated PV to the north of the EJ, and
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it overestimates this transport to the south of it. The nonlocal eddy fluxes simply compensate
for that. The(F'gg) pattern that enhances the EJ is due to the sub-mesoscale eddy force
variance, which is lost as a result of projecting the ER solution on the coarse grid. By the
same mechanism, thé-variance drives the large-scale rectificati@eloff, 2004.

3.4. Dynamic response to the eddy forcing

What are dynamical contributions of different eddy forcing components? This question is
answered by calculating the corresponding non-ER solutions. The wind forcing is neglected,
and the solutions are obtained by running the eddy forcing history twice: for the spin-up
and for the actual solution. It is found that both the time-meéfnand fluctuation{f},
parts of the eddy forcing drive large-scale time—mean fldvig. (7a,b). The upper-ocean
{f}-flow is characterised by the pair of broad and counter-rotating recirculations enhancing
the EJ, and the shape of this pattern is strongly influenced by the spatial inhomogeneity of
the eddy forcing variancé@grloff, 2004. When the flow is decomposed into the time mean
and fluctuations, it is found that the large-scale flow pattern is due to the divergence of the
resolved, up-gradient eddy PV flux around the EJ extension. This behaviour is consistent
with the flow rectification mechanism studiedHiaidvogel and Rhines (1983Fhe upper-
ocean, time—meaff)-flow is characterised by both large-scale recirculations around the EJ
and strong standing eddies that force the jet to meander. The standing eddies are largely
driven by the relative vorticity fluxes (SectiBm). Also,(f)-flow is characterised by cyclonic
cells in the south-western corner of the basin. The EJ axes ¢fthand(f)-solutions are
substantially shifted to the south and north, respectively, of the full-force solution EJ. This
is because the latitude of the maximum eddy forcing variance and the average latitude
over which(f) changes sign do not coincide. The full-force solution incorporates all of the
qualitative features of théf}- and (f)-solutions Fig. 7c), but it is not equal to their sum
because of the nonlinear interactions. Also, this solution indicates that the time—mean and
fluctuation eddy forcing partially compensate for each other. These results can be interpreted
in a different way: the difference between thand(f)-solutions is the error associated with
the absence of the eddy forcing fluctuatioRigy( 8a); and the difference between thand
{f}-solutions is the error due to the absence of the time—mean eddy foFein@g). These
figures more explicitly show that both components enhance the EJ and the eddy forcing
fluctuations are responsible for wiping out EJ recirculations induced by the time—mean eddy
forcing.

Dynamical meaning of the eddy forcing is further investigated by calculating non-ER so-
lutions driven by the vorticity-type eddy flux componer{8}, (B), {R}, and(R) (Fig. 7d—i).

The EJis enhanced by all of the components except for the last onéRFHtow is stronger

and its southern recirculation extends all the way to the southern boundary. The shape of
the flow is largely set by the distribution of tH&}-variance, which has sharp maximum
along the EJ. The variance is due to the relative vorticity supplied by the western boundary
that is not converted into the stretching vorticity but is advected into the EJ region. The
{B}-solution is characterised by weak anticyclonic recirculation. This asymmetry is due
to the broad and relatively flat distribution of t8}-variance, which facilitates partial
compensation of the induced flow disturbances. (Some weakening can be also related to the
details of the space-time correlations of #i}-force.) In the deep ocean, pattern of the
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mean f full f

full B
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Fig. 7. The time—mean, upper-ocean velocity streamfunction of the non-ER solutions forced by the different
components of the eddy forcing, and with no wind forcingf&@]f}, (b)f= (1), (c)f=(f) + {f}, (d){B}, (e)(B),

(f) {B}+(B), (@) {R}, (h) (R), and (i){R} +(R). CI=0.25x 10* m®*s 1 in (a, d, g), and CI=0.5 10* m?s~?
otherwise.

{R} solution is largely opposite to the upper-ocean one, because the deep-ocean boundary
sources of relative vorticity are weak, and the dynamics is dominated by homogenisation of
the absolute PV rather than by eddy forcing. The deep-ofB&ssolution is characterised
by several mesoscale recirculations, with the strongest cyclonic/anticyclonic pair that en-
hances the EJ. This behaviour occurs, perhaps, because thickness fluxes involve substantial
vertical interactions, hence the deep ocean is more influenced by the strong, upper-ocean
boundary source of PV.

The (B)- and(R)-solutions indicate, in the agreement with results in Se@iarthat the
EJis largely maintained by the thickness flux. On the other hand, the standing-eddy pattern
is due to the combined action of thiB)- and (R)-fluxes. Finally, solutions driven by the
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[ A — '

Fig. 8. Error due to the absence of the (a) fluctuation and (b) time—mean components of the eddy forcing
(CI=05x 10*m2s™1).

combined vorticity-type eddy forcing are characterised by the same degree of mutual com-
pensation as the full-force solution driven by the time—mean and fluctuation components.

4. Summary

The large-scale effects of the mesoscale eddies are studied in an eddy-resolving model
of the midlatitude oceanic gyres. The new diagnostic method is proposed, which is based
on dynamicaldecomposition of the flow into the large-scale and eddy components. The
method yields the time history of the eddy forcing, which can be used as additional, exter-
nal forcing in the corresponding non-eddy-resolving model of the gyres. The main strength
of this approach is in itslynamical consistencythe non-eddy-resolving solution driven
by the eddy forcing history correctly approximates the original large-scale flow compo-
nent. It is shown that statistical decompositions, which are based on space—time filtering
diagnostics, are dynamically inconsistent. The practical significance of the approach is
in the idea that the dynamically consistent eddy forcing can be modelled as a random
process Berloff, 2009. The new diagnostic-method algorithm is formulated and tested,
and the diagnosed eddies, eddy fluxes, and eddy forcing are statistically and dynamically
analysed.

It is argued that the main dynamic role of the eddies is to maintain the eastward-jet (EJ)
extension of the subtropical western boundary current. This is done largely by the time—mean
isopycnal-thickness flux and the relative-vorticity eddy flux fluctuations. Across the EJ, the
thickness flux works against the time—mean absolute PV gradient, therefore it can not be
approximated as the diffusion process, as suggest&kby and McWilliams (1990)The
time—mean meanders of the EJ and the structure of the WBC are maintained by the non-
trivial, combined action of the relative-vorticity and thickness fluxes, however, there is a
great deal of mutual compensation. The primary mechanism driving the thickness flux is
baroclinic instability of the WBC that converts the boundary-generated relative vorticity into
the stretching term. This flux connects the western-boundary and EJ regions and forms the
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large-scale gyre, which is the main instrument of the PV exchange between the subtropical
gyre and the western boundary. The spatial nonlocality of this mechanism argues against
local parameter closures that could relate the eddy forcing to the large-scale flow. Eddy fluxes
driven by both the eddies and the large-scale flow are found to be important. The latter is
typically neglected in the analysis, but here it corresponds to important large-scale feedback
on the eddies. It is found that eddy flux fluctuations, which are also routinely neglected,
drive very substantial large-scale response due to the nonlinear rectification process. Finally,
two common theoretical relationships between the eddy effects and the large-scale flow are
tested and are not confirmed.

The following developments of the results of this paper are anticipated. The dynamical
decomposition method has to be extended for more realistic flows, and the low-frequency
aspects and sub-mesoscale components of the eddy fluxes have to be studied as well. More
optimal ways of coarse gridding and dynamic reduction as well as nonlocal parameter
closures have to be looked for. Finally, based on the eddy flux diagnostics from the models,
efficient strategies can be formulated for observations of the mesoscale eddies.
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Appendix A. Parameters and solution of the ER model

Parameters of the ER model are the following. The flow is driven at the surface by the
asymmetric, double-gyre, zonal wind stress:

() =10 [cos(M) + 25in<n(y+uz)>} : (A1)

where 7o=0.04 NnT2 and L =3840km is the size of the square basin (witk 9<L,
0<x<L). The lateral viscosity, that is, the eddy diffusivity, iss100nfs 1. The
ocean is discretized vertically in three isopycnal layers with depths200m,
H>=1200m, andd3 =2600 m. The ratio of the density jumps across the layer interfaces is
y=(p2 — p1)/(p3 — p2) =2, which yields the firstRd;, and secondich, Rossby deforma-
tion radii of 52 and 30 km. The stratification parameters in@}jare:

-1
Siu= fR(Hig?=2=0) T 1<i<N,
( - ) (A.2)

(piri=p)\
Si,2=fg(Hi8%> , 1<i<N,
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wherefg=0.83x 10~4s~1 is the mid-basin Coriolis parameter. The ER model operates at
large Reynolds number,
UL
Re=— = 0
v prH1pv

~ 100Q (A.3)

whereU =g (p1 H1 LB) ! is the upper-ocean Sverdrup velocity scat@ (5 cms?t), and
B=2x 1011 m=1s1 The horizontal grid resolution is uniform, with 533513 grid
points and 7.5km intervals between them, so that the Munk length $aate(v/g)Y3,
and the inertial length scal&,= (U/B)Y/2, are resolved by more than 2 grid points. The first
and second Rossby radii are resolved by 7 and 4 grid points, respectively. This grid size
is close to the 1/12resolution, at which, it is argued, the mesoscale eddies are marginally
resolved (e.gBleck et al., 199% The QG Eqs(1) and (2)are discretized with the second-
order finite differences, including Arakawa scheme, and time stepped with the leapfrog
scheme and 0.6 h time step.

The upper-ocean time—mean circulatiéiig(, 1a) consists of the southern (subtropical)
and northern (subpolar) gyres that fill about 2/3 and 1/3 of the basin, respectively, which is
consistent with the wind stress pattern. The time—mean flow is characterised by the Sverdrup
balance inthe eastern part of the basin, and by the pair of the WBCs and their EJ extensionsin
the western part of the basin—this is a robust regime that appears with the no-slip boundary
condition and at larg®e (Haidvogel et al., 1992 In terms of the fluctuations, the basin
can be partitioned into more energetic “western” part, characterised by strong vortices, and
less energetic “eastern” part, dominated by the planetary waveB¢skexdf et al., 200Xor
the details). In the deep ocean, the eddies are generally weaker, but they drive time—mean
flow in the western basirHg. 1c,d).

Appendix B. Statistical decomposition of the flow: examples

Statistical decomposition of turbulent flows into the large-scale and eddy componentsis a
common approach, and in the ocean dynamics, the most common choice of a statistical filter
Eqg.(10)is the infinite-time averaging. For each choice of the filter, which is not obviously
constrained by physical arguments, there is unique eddy flux history. However, dynamical
meaning of such eddy flux is unclear: when its history is used as the external forcing for
an arbitrary non-ER model, there is no guarantee that the resulting non-ER solution will
approximate the original flow, as it has to. Dynamically consistent eddy fluxes has no
such problem. Below, the failure with dynamical interpretation of the common statistical
approach is illustrated with two cases, both of which yield non-ER solutions of poor quality:
the case A involves heavy filtering in time only; and B involves moderate filtering in space
only. A similar approach, which is based on calculating the eddy forcing with respect to
the flow that is moderately filtered in time, is consideredMarshall and Molteni (1993)
however they correct the dynamic model by the time—mean component rather than the full
history of the eddy forcing.

In A, the symmetric, 100-day moving-window averaging is used—this decomposition
is qualitatively similar to the common infinite-time averaging. The non-ER solution forced
by the A-decomposed eddy forcing has largely incorrect time—mean and instantaneous
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Fig.9. The upper-ocean, time—-mean velocity streamfunct(aj_r)s{pl =10*m?s~1); and the corresponding diver-
gences of the time—mean eddy flyk,) (color) that are obtained with the statistical decompositions (a) A and (b)

B (seeAppendix B. The corresponding streamfunction snapshots, which are analogous to tRage it and 3p

are shown in panels (c) and (d), respectively. The minimum and maximum values of the color plotted quantities
are: (a)—25.3 and 18.4 108572, (b) —23.5and 8.% 108572,

flows, and the time—mean eddy flux divergerEig(9a,c). The global potential and kinetic
energy time series of the non-ER circulation have no significant correlation with the ER
time series, and the time—mean kinetic and potential energies are 5 and 1.5 times larger than
the corresponding ER energies. In B, 7 iterations of the gridscale, 9-point Gaussian filter
are used, so that the resulting large-scale streamfunction resembles the dynamically filtered
one. The non-ER solution forced by the corresponding eddy forcing history is more accurate
(compareFig. %,d withFigs. 1c and 4f but there are still significant errors. In particular,
recirculations around the EJ are overestimated and the potential and kinetic energy time
series have rather poor correlations with the ER values: 0.42 and 0.25, respectively. Overall,
the relative success of the solution B suggests that the optimal, spatially inhomogeneous
and stationary, statistical filter EGLO) may exist, but it is not clear how to find it.

Appendix C. Relationships between the eddy fluxes and the background flow

Here, two parameter closures for the eddies are tested, and none of them is confirmed.
Hypothetically, the time—mean eddy flux of absolute PV (or, PV anomaly) can be linearly
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related to the local gradient of the time—mean absolute PV:

(F') = —KV(Q), (C.1)

whereK is the corresponding eddy diffusivity (tensor) coefficient. With 1), the eddy
forcing can be related to the large-scale flow:

ff==-V-(F)y=V.KV(Q). (C.2)

This relationship can be put into practiceKfis positive definite, and, therefore, the
eddy flux is down-gradient, but this is not always the case in the geophysical turbulence
(e.g.,Starr, 1968. Even in the down-gradient case, finding relationships betuteand the
large-scale flow is problematic.

Relationships between the dynamically consistent eddy flux and the time—mean, large-
scale flow are summarised Tiables 1 and 2At all depths,(g) is positive in the near-shore
side of the subtropical WBC, because of the relative vorticity component, but elsewhere itis
dominated by the stretching term, therefore, it changes sign from the upper to middle layers.
In the EJ region, the change of sign resultsditg) /dy > 0 in the upper, and{(g)/dy < 0
in the deep ocean. The cross-EJ gradient@ is positive at all depths, but it is larger in
the upper ocean. Given that, the upper-ocean cross-EJ flyX)a$ up-gradient. (Here, the
planetary vorticity contribution to the eddy flux is negligible, becau§ex~ 0.) On the other
hand, the deep-ocean cross-EJ flux is down-gradient, which is consistent with the idea of
local PV homogenisation by the eddies. Thus, both the up- and down-gradient eddy fluxes
are found, and the most important dynamically, upper-ocean, cross-EJ flux is up-gradient,
which is a strong argument against the diffusion hypothesis. Finally, the up-gradient eddy
fluxes in the EJ region are not found in the single-gyre barotropic solutions at siRdlar
(Fox-Kemper and Pedlosky, 20Q4vhich is consistent with the crucial role of the thickness
fluxes.

Is it possible to relate the eddy forcing to the intensity of the eddies? The statistical
similarity hypothesisDelSole, 200} states that local rate of the eddy enstrophy production
by the eddy forcing is linearly proportional to local enstrophy:

(d, £)(%) = Csim{g' Z)(), (C.3)

whereCg)yv is the timescale parameter. The enstrophy distribution is a large-scale quantity,
which can be potentially related to the large-scale flow. Heré®®)is tested directly from

the eddy diagnostics, by plotting scatterplot of both sides of the relationship against each
other. The resulting broad scatter disproves the hypothesis. The approximate linear fit yields
Csiv of about 115 and 193 days in the upper and deep ocean, respectively, which indicates
that the upper-ocean eddy forcing is more efficient in generating enstrophy. Overall, the
statistical similarity hypothesis is unlikely to work in situations when strong eddies yield
mutually compensated nonlinear interactions, which is the case here, with coherent circular
vortices and finite-amplitude Rossby waves.
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