
Chapter 1
Probabilistic and asymptotic aspects of finite
simple groups

Martin W. Liebeck

This is a survey of recent developments in the probabilistic and asymptotic theory
of finite groups, with a particular emphasis on the finite simple groups. The first two
sections are concerned with random generation, while the third section focusses
on some applications of probabilistic methods in representation theory. The final
section deals with some of the asymptotic aspects of the diameter and growth of
Cayley graphs.

1.1 Random generation of simple groups and maximal
subgroups

1.1.1 Alternating groups

It is an elementary and well known fact that every alternating group An can be
generated by two elements – for example, by (1 2 3) and (1 2 · · ·n) if n is odd, and
by (1 2 3) and (2 · · ·n) if n is even. As long ago as 1892, Netto conjectured that
almost all pairs of elements of An will generate the whole group (see [79, p.90]).
That is, if for a finite group G we define P (G) to be the probability that 〈x, y〉 = G
for x, y ∈ G chosen uniformly at random – so that

P (G) =
|{(x, y) ∈ G×G : 〈x, y〉 = G}|

|G|2
,

then Netto’s conjecture was that P (An)→ 1 as n→∞.
It was not until 1969 that Netto’s conjecture was proved by Dixon [17]:

Theorem 1. Netto’s conjecture holds – that is, P (An)→ 1 as n→∞.

In fact Dixon proved more than this, showing that P (An) > 1 − 8
(log logn)2 for

sufficiently large n.
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We shall give a sketch of Dixon’s proof. It relies on two classical results on
permutation groups. The first goes back to Jordan (1873) (see [19, p.84] for a proof).

Lemma 1. Suppose that X is a subgroup of Sn which acts primitively on the set
{1, . . . , n} and contains a p-cycle for some prime p ≤ n− 3. Then X = An or Sn.

The second result was deduced by Dixon (see Lemma 3 of [17]) from the paper
[21] of Erdös and Turán – the second of their series of seven pioneering papers on
the statistical theory of the symmetric group.

Lemma 2. Let pn be the probability that a permutation in Sn, chosen uniformly at
random, has one of its powers equal to a p-cycle for some prime p ≤ n − 3. Then
pn → 1 as n→∞.

Sketch proof of Dixon’s Theorem 1
Let G = An. Observe that if x, y ∈ G do not generate G, then they both lie in a

maximal subgroup M of G. Given M , the probability that this happens (for random
x, y) is |M |

2

|G|2 = |G : M |−2. Hence

1− P (G) = Prob(〈x, y〉 6= G for random x, y) ≤
∑

M max G

|G : M |−2 (1.1)

where the notation M max G means M is a maximal subgroup of G. Let M be
a set of representatives of the conjugacy classes of maximal subgroups of G. For a
maximal subgroup M , the number of conjugates of M is |G : NG(M)| = |G : M |,
and hence

1− P (G) ≤
∑

reps. M∈M
|G : M |−1. (1.2)

The maximal subgroups of G = An fall into three categories, according to their
actions on the set {1, . . . , n}:

(a) intransitive subgroups M = (Sk × Sn−k) ∩G for 1 ≤ k ≤ [n2 ]
(b) imprimitive subgroups M = (Sr wrSn/r) ∩G, preserving a partition into n

r
r-subsets, for divisors r of n with 1 < r < n
(c) primitive subgroups M .

Denote the contributions to the sum in (1.2) from categories (a),(b),(c) byΣa,Σb,Σc,
respectively, so that 1 − P (G) ≤ Σa + Σb + Σc. The index in G of a maximal
subgroup in (a) is

(
n
k

)
, and hence

Σa =

[n/2]∑
k=1

(
n

k

)−1

.

Similarly
Σb =

∑
r|n, 1<r<n

( n!
(r!)n/r( n

r !)

)−1
.
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Elementary arguments (see Lemmas 1 and 2 in [17]) yield

Σa =
1

n
+O(

1

n2
), Σb < n · 2−n/4.

So clearly
Σa +Σb → 0 as n→∞. (1.3)

EstimatingΣc is less straightforward, however. In fact, instead of estimating this we
deal instead with the probability Pc that a random pair x, y ∈ G generates a proper
primitive subgroup ofG. Here Lemmas 1 and 2 show that Pc → 0 as n→∞. Since
1 − P (G) ≤ Σa + Σb + Pc, it follows from (1.3) that 1 − P (G) → 0 as n → ∞,
proving Dixon’s theorem. ut

The right hand sides of the inequalities (1.1),(1.2) suggest that we define, for any
finite group G, the maximal subgroup zeta function

ζG(s) =
∑

M max G

|G : M |−s =
∑
n≥1

mn(G)n−s

for a real variable s, where mn(G) denotes the number of maximal subgroups of
index n in G. By the argument for (1.1), we have

P (G) ≥ 1− ζG(2). (1.4)

For G = An we expressed ζG(2) = Σa + Σb + Σc in the above proof. Using the
classification of finite simple groups (CFSG), Babai showed in [4] that the num-
ber of conjugacy classes of maximal primitive subgroups of An is at most clog4 n

for some absolute constant c. Each such subgroup has index at least 1
2 [n+1

2 ]! by a
classical result of Bochert (see [19, Theorem 3.3B]), and hence

Σc ≤ 2clog4 n([
n+ 1

2
]!)−1 = O(

1

n2
).

This proves [4, 1.2]:

Theorem 2. ForG = An we have ζG(2) = 1
n+O( 1

n2 ) and P (G) = 1− 1
n+O( 1

n2 ).

A detailed asymptotic expansion of P (An) can be found in [18], and precise
bounds are given in [74].

1.1.2 Groups of Lie type

At this point we move on to discuss the other non-abelian finite simple groups. By
the classification (CFSG), these are the finite groups of Lie type, together with the
26 sporadic groups. Steinberg proved in [85] that every simple group of Lie type is
2-generated (i.e. can be generated by 2 elements), and this has also been verified for
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the sporadic groups (see [2]). Hence P (G) > 0 for all finite simple groups G. In
the same paper [17] in which he proved Theorem 1, Dixon also made the following
conjecture:

Dixon’s Conjecture. For finite simple groups G we have P (G)→ 1 as |G| → ∞.

For alternating groups this is of course the content of Theorem 1. The conjecture
was proved for classical groups by Kantor and Lubotzky in [38], and for exceptional
groups of Lie type by Liebeck and Shalev in [58]. These proofs were rather lengthy,
but more recent work has led to a much shorter proof, which we shall now sketch.
It is based on the following result, taken from [48].

Theorem 3. Fix s > 1. For finite simple groups G, we have ζG(s) → 0 as
|G| → ∞.

Note that the condition s > 1 in the theorem is necessary, since as in (1.2) above,

ζG(s) =
∑

reps. M∈M
|G : M |1−s (1.5)

whereM is a set of representatives of the conjugacy classes of maximal subgroups
of G. Before discussing the proof of the theorem, here are a couple of immediate
consequences. Firstly, by (1.4) we have

Corollary 1. Dixon’s conjecture holds.

Next, recalling that ζG(s) =
∑
n≥1mn(G)n−s where mn(G) denotes the num-

ber of maximal subgroups of index n in G, we deduce

Corollary 2. Given ε > 0, there exists N such that for any n > N and any finite
simple group G, we have mn(G) < n1+ε.

Sketch proof of Theorem 3

For G = An, the argument given for ζG(2) in the proof of Theorem 2 works
equally well replacing 2 by any s > 1, to give ζG(s) = O(n1−s). So the main task
is to prove Theorem 3 for groups of Lie type.

Classical groups

We begin with an elementary example.

Example. Let G = PSL2(q) with q odd. It is well known (see for example [34,
p.191]) that the maximal subgroups of G are among the following: P (a parabolic
subgroup of index q + 1), Dq±1 (dihedral), PSL2(q0) or PGL2(q0) (where Fq0
is a subfield of Fq), A4, S4 or A5. There are at most 2 conjugacy classes for each
subgroup listed, and the number of subfields of Fq is at most log2 log2 q. It follows
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that for s > 1 we have ζG(s) = (q + 1)1−s + O(q
3
2 (1−s) log log q) = O(q1−s). In

particular, ζG(s)→ 0 as q →∞.

Now we sketch the general argument of the proof of Theorem 3 for classical
groups, which is essentially that given in [38]. Let G = Cln(q) denote a simple
classical group over Fq with natural module V of dimension n (so G = PSLn(q),
PSUn(q), PSpn(q) or PΩ±n (q)). According to a well known theorem of As-
chbacher [1], the maximal subgroups of G fall into the following nine families:

C1: Stabilizers of totally singular or nonsingular subspaces of V (any subspaces
if G = PSLn(q))
C2: Stabilizers of direct sum decompositions of V
C3: Stabilizers of extension fields of Fq of prime degree
C4: Stabilizers of tensor product decompositions V = V1 ⊗ V2

C5: Stabilizers of subfields of Fq of prime index
C6: Normalizers of r-groups of symplectic type in absolutely irreducible repre-
sentations (r a prime not dividing q)
C7: Stabilizers of tensor product decompositions V = V1 ⊗ · · · ⊗ Vm with all Vi
isometric
C8: Classical subgroups (of typePSpn(q),PSOn(q),PSUn(q1/2) inG = PSLn(q),
or On(q) in Spn(q) with q even)
S: Almost simple subgroups with socle acting absolutely irreducibly on V and
defined over no proper subfield of Fq (of Fq2 if G is unitary).

Denote by NC (respectively, NS ) the total number of G-conjugacy classes of
maximal subgroups in

⋃8
i=1 Ci (respectively, in S).

Lemma 3. LetG = Cln(q) as above. There are positive absolute constants c1, c2, c3, c4
such that the following hold:

(i) NC ≤ c1n2 + n log log q;
(ii) NS ≤ f(n), where f(n) is a function depending only on n;
(iii) also NS ≤ c2n2q6n log q; and |G : M | > qc3n

2

for all M ∈ S;
(iv) |G : M | > c4q

n/2 for all maximal subgroups M of G.

Precise descriptions of the families Ci can be found in [41, Chapter 4], and the
number of conjugacy classes of subgroups in each family is also given there. Adding
these numbers up, we easily see that the number ofG-conjugacy classes of maximal
subgroups in

⋃
i6=5 Ci is less than c1n2 for some absolute constant c1, while the

number in C5 is less than n log log q. Part (i) of the lemma follows.
Short arguments for parts (ii) and (iii) can be found in [48, p.552] and [59, p.89].

Finally, (iv) follows from [41, 5.2.2] (which gives the subgroups of minimal index
in all simple classical groups).

Corollary 3. The total number of conjugacy classes of maximal subgroups ofCln(q)
is at most f(n) + c1n

2 + n log log q.
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Remark. It is of interest to find good bounds for the function f(n) in part (ii) of
the lemma. This involves estimating, for each finite quasisimple group S, prime p
and natural number n, the number of absolutely irreducible representations of S
of dimension n over a field of characteristic p. This is a tough problem, especially
when S is an alternating group or a group of Lie type in characteristic p. A recent
paper [26] of Guralnick, Larsen and Tiep bounds the number of absolutely irre-
ducible representations of any S of dimension n by the function n3.8, and uses this
to show that f(n) < an6 for some absolute constant a. This has been sharpened by
Häsä [30], who has shown that the total numberm(G) of conjugacy classes of max-
imal subgroups of any almost simple group G with socle a classical group Cln(q)
satisfies

m(G) < 2n5.2 + n log2 log2 q.

Using Lemma 3 we can complete the proof of Theorem 3 for classical groups
G = Cln(q). Let s > 1. The argument is divided into the cases where n is bounded
and where n is unbounded. For the case where n is bounded, parts (i), (ii) and (iv)
of the lemma give

ζG(s) =
∑

reps.M

|G : M |1−s < (f(n) + c1n
2 + n log log q)(c4q

n/2)1−s

which tends to 0 as q → ∞. And for the case where n is unbounded, parts (i), (iii)
and (iv) of the lemma give

ζG(s) ≤
∑
reps.M∈C |G : M |1−s +

∑
reps.M∈S |G : M |1−s

≤ (c1n
2 + n log log q) (c4q

n/2)1−s + (c2n
2q6n log q) (qc3n

2

)1−s

which tends to 0 as n→∞.

Exceptional groups of Lie type

Now we discuss the proof of Theorem 3 when G = G(q) is a simple exceptional
group of Lie type over Fq – that is, a group in one of the families E8(q), E7(q),
E6(q), 2E6(q), F4(q), 2F4(q), G2(q), 3D4(q), 2G2(q), 2B2(q).

Let Ḡ be the simple algebraic group over K = F̄q , the algebraic closure of Fq ,
corresponding to G(q); so if G = E8(q) then Ḡ = E8(K), if G = 2E6(q) then
Ḡ = E6(K), and so on. There is a Frobenius endomorphism σ of Ḡ such that
G = Ḡ′σ , where Ḡσ denotes the fixed point group {g ∈ Ḡ : gσ = g} (see [86]).
When G is not a twisted group, σ is just a field morphism which acts on root groups
Uα = {Uα(t) : t ∈ K} as Uα(t) → Uα(tq); when G is twisted, σ also involves a
graph morphism of Ḡ.

Beginning with the work of Dynkin [20], a great deal of effort has gone into
determining the maximal closed subgroups of positive dimension in the algebraic
group Ḡ, culminating in [57], where this task was completed. The conclusion (see
[57, Cor. 2]) is that there are only finitely many conjugacy classes of maximal closed
subgroups of positive dimension in Ḡ: these are
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(a) maximal parabolic subgroups;
(b) normalizers of reductive subgroups of maximal rank – these are subgroups
containing a maximal torus of Ḡ, and have root system a subsystem of the root
system of Ḡ;
(c) a few further classes of (normalizers of) semisimple subgroups.

For example, when Ḡ = E6(K) the subgroups under (a) are the parabolics Pi for
1 ≤ i ≤ 6; those under (b) are the normalizers of the subsystem subgroups A1A5,
A3

2, D4T2 and T6 (a maximal torus); and those under (c) are the normalizers of
subgroups of types F4, C4, A2, G2, and A2G2.

In parallel with this, there are results which relate the subgroup structure of the
finite groups G(q) with that of Ḡ. The following is taken from [55, Corollary 8]:

Theorem 4. There is an absolute constant c such that if M is a maximal subgroup
of the exceptional group G(q) = Ḡ′σ , then one of the following holds:

(i) |M | < c;
(ii) M is a subfield subgroup G(q0), or a twisted subgroup (such as 2E6(q1/2) <

E6(q));
(iii) M = M̄σ for some σ-stable maximal closed subgroup M̄ of Ḡ of positive

dimension.
The maximal subgroups M under (ii),(iii) fall into at most d log log q conjugacy
classes of subgroups in G(q); all satisfy |G(q) : M | > d′qr (here r is the rank of Ḡ
and d, d′ are positive absolute constants).

This is nice, but it gives no information about the number of conjugacy classes of
bounded maximal subgroups under (i). The possibilities for these subgroups were
determined up to isomorphism in [56], but nothing much was proved about their
conjugacy until the work of Ben Martin [75], which was a major ingredient in the
proof of the following result, taken from [48, Theorem 1.2]:

Theorem 5. Let N,R be positive integers, and let G be a finite almost simple group
with socle a group of Lie type of rank at most R. Then the number of conjugacy
classes of maximal subgroups of G of order at most N is bounded by a function
f(N,R) of N,R only.

Applying this to the finite exceptional groups of Lie type, and combining with
Theorem 4, we have:

Corollary 4. There is an absolute constant e such that the number of conjugacy
classes of maximal subgroups of any finite exceptional groupG(q) is bounded above
by e log log q.

This leads immediately to the proof of Theorem 3 for exceptional groups: for
s > 1,

ζG(s) =
∑

reps.M

|G : M |1−s < (e log log q)(d′qr)1−s

which tends to 0 as q →∞. ut
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We conclude this section with a brief discussion of Theorem 5. The proof of this
uses geometric invariant theory, via the theory of strongly reductive subgroups of
the algebraic group Ḡ, a notion due to Richardson. These are closed subgroups H
which are not contained in any proper parabolic subgroup of CḠ(T ), where T is a
maximal torus of CḠ(H); in particular, subgroups lying in no proper parabolic of
Ḡ are strongly reductive. Martin’s main result in [75] is that the number of conju-
gacy classes of strongly reductive subgroups of Ḡ of order at most N is bounded
by a function g(N,R), where R is the rank of Ḡ. To adapt this to the analysis of
subgroups of the finite group G(q) = Ḡσ , the following was proved in [48, 2.2]:

Lemma 4. If F is a finite subgroup of Ḡ which is invariant under σ, then either F
is strongly reductive, or F is contained in a σ-invariant proper parabolic subgroup
of Ḡ.

The proof of this involves geometric invariant theory. The lemma implies that
maximal non-parabolic subgroups of Ḡσ are strongly reductive in Ḡ, at which point
Martin’s result can be used to deduce Theorem 5.

We mention finally that Corollaries 3 and 4 can be used along with arguments in
[60] to prove the following, which is [48, 5.2]:

Theorem 6. The symmetric group has no(1) conjugacy classes of primitive maximal
subgroups, and 1

2n+ no(1) classes of maximal subgroups in total.

1.1.3 Other results on random generation

We have discussed at length Dixon’s conjecture, that for G simple, P (G) =
Prob(〈x, y〉 = G) → 1 as |G| → ∞. Since the conjecture was proved, many vari-
ants have been established where one insists on various properties of the generators
x, y, and we now briefly discuss some of these.

The first concerns the notion of (2, 3)-generation. A group G is said to be (2, 3)-
generated if it can be generated by two elements x, y such that x2 = y3 = 1.
It is well known that such groups are precisely the images of the modular group
PSL2(Z) (since PSL2(Z) is isomorphic to the free product of the cyclic groups
C2 and C3). A question which goes back a long way is:

Problem. Which finite simple groups are (2, 3)-generated?

For simple alternating groups this was answered in 1901 by G.A. Miller [78], who
showed that An is (2, 3)-generated if and only if n 6= 6, 7, 8. There is quite a large
literature on the problem for classical groups – for example, Tamburini, Wilson
and Gavioli [89] showed that many classical groups of large dimension are (2, 3)-
generated. The approach in these papers and many others is to produce explicit
generators of the required orders. Is there a probabilistic approach?

In [59], for any finite group G, Liebeck and Shalev defined P2,3(G) to be the
probability that two randomly chosen elements x, y of orders 2,3 generate G. That
is, writing Ir(G) for the set of elements of order r in G, and ir(G) = |Ir(G)|,
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P2,3(G) =
|{(x, y) ∈ I2(G)× I3(G) : 〈x, y〉 = G}|

i2(G)i3(G)
.

For finite simple groups G, we can attempt to estimate P2,3(G) using a similar
approach to the proof of Dixon’s conjecture. Given a maximal subgroupM ofG, the
probability that a random pair x, y of elements of orders 2,3 lies inM is i2(M)i3(M)

i2(G)i3(G) ,
and hence

1− P2,3(G) ≤
∑

MmaxG

i2(M)i3(M)

i2(G)i3(G)
.

We were able to prove that for alternating groups, and also for classical groups with
some low-dimensional exceptions,

i2(M)

i2(G)
< c|G : M |−2/5,

i3(M)

i3(G)
< c|G : M |−5/8

for all maximal subgroups M , where c is a constant. Hence, excluding the low-
dimensional exceptions

1− P2,3(G) ≤
∑

MmaxG

c2|G : M |−2/5−5/8 = c2 ζG(
41

40
),

which tends to 0 as |G| → ∞ by Theorem 3. In fact the low-dimensional excep-
tions led to some interesting and unexpected counterexamples to (2, 3)-generation,
namely 4-dimensional symplectic groups in characteristics 2 and 3. The final result
is [59, 1.4]:

Theorem 7. For G an alternating group, or a finite simple classical group not iso-
morphic to PSp4(q), we have P2,3(G)→ 1 as |G| → ∞.

For G = PSp4(2a) or PSp4(3a) we have P2,3(G) = 0; while for G =
PSp4(pa) with p > 3 prime, we have P2,3(G)→ 1

2 as pa →∞.

As a consequence, all but finitely many classical groups (6= PSp4(2a),PSp4(3a))
are (2, 3)-generated. The exceptional families PSp4(2a), PSp4(3a) were a surprise
at the time, but are rather easily seen not to be (2, 3)-generated. For example, con-
sider G = PSp4(q) with q = 3a, and regard G as the isomorphic orthogonal
group Ω5(q) = Ω(V ). If x, y ∈ G are elements of orders 2,3 respectively, then
the −1-eigenspace of x on V has dimension at least 3, while the 1-eigenspace of y
has dimension 3. Hence these eigenspaces intersect nontrivially, and it follows that
〈x, y〉 6= G.

There are many further results of this flavour in the literature. Here is a se-
lection. For a positive integer k, define Pk,∗(G) to be the probability that G is
generated by a random element of order k and a random further element; so
Pk,∗(G) = |{(x,y)∈Ik(G)×G:〈x,y〉=G}|

ik(G)|G| . And let PC(G) be the probability that G is
generated by two randomly chosen conjugates – that is, PC(G) = Prob(〈x, xy〉 =
G for random x, y ∈ G).
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Theorem 8. For all finite simple groups G,
(i) P2,∗(G)→ 1 as |G| → ∞
(ii) P3,∗(G)→ 1 as |G| → ∞
(iii) PC(G)→ 1 as |G| → ∞.

Parts (i) and (ii) are taken from [61], while (iii) is the main result of [27].
We conclude this section by mentioning a couple of results of a slightly different,

and rather useful, style, in that they provide explicit constants. The first is taken from
[25]:

Theorem 9. In any finite simple group G there is a conjugacy class C such that for
any 1 6= x ∈ G,

Prob(〈x, c〉 = G for random c ∈ C) >
1

10
.

In other words, for every non-identity x ∈ G, we have 〈x, c〉 = G for at least a
tenth of the elements c ∈ C. As a consequence, for every 1 6= x ∈ G there exists y
such that 〈x, y〉 = G (a property known as the 3

2 -generation of G).
The final result is taken from [77]:

Theorem 10. We have P (G) ≥ 53
90 for all finite simple groups G, with equality if

and only if G = A6.

Further results on random generation of simple groups (such as “random Fuch-
sian generation”) can be found in Section 3.

1.1.4 Generation of maximal subgroups

Having discussed the generation of finite simple groups, we move on to the gener-
ation of their maximal subgroups. We know that d(G) = 2 for every (non-abelian)
simple group, where d(G) denotes the minimal number of generators of G. What
about d(M) for maximal subgroups M?

We have sketched some results about maximal subgroups of simple groups in
the previous sections. Much more complete information can be found in [41] for
classical groups and in [54] for exceptional groups of Lie type; in particular, the
only unknown maximal subgroups M are almost simple, and for these we have
d(M) ≤ 3 by [15]. And for alternating groups, the O’Nan-Scott theorem (see for
example the Appendix of [3]) shows that the primitive maximal subgroups fall into
several classes – affine type, product type, diagonal type and almost simple type –
so again the unknown ones are almost simple.

Despite being “known”, the non-almost simple maximal subgroups can have
quite intricate structures, which makes the proof of the following recent result, taken
from [11, Theorem 1], rather delicate.
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Theorem 11. If G is a finite simple group, and M is a maximal subgroup of G, then
d(M) ≤ 4.

Equality can hold here. For example, let G = PΩ+
a2(q) with a ≡ 2 mod 4 and

q ≡ 1 mod 4. Then G has a maximal subgroup M of type O+
a ⊗ O+

a , in the tensor
product family C7 (see [41, 4.7.6]), and the precise structure of M is (PΩ+

a (q) ×
PΩ+

a (q)).24, so clearly d(M) ≥ 4.
The theorem has quite a neat consequence concerning primitive permutation

groups (see [11, Theorem 7]): if G is a primitive group with point-stabilizer M ,
then d(M) ≤ d(G) + 4.

Having found the minimal number of generators, one might ask questions about
the random generation properties of maximal subgroups. Some of these will be ad-
dressed in the next section (see Corollary 5).
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1.2 Random generation of arbitrary finite groups

For a finite group G, recall that d(G) is the minimal number of generators of G. For
k ≥ d(G) let dk(G) be the number of generating k-tuples of elements of G. That is,

dk(G) = |{(x1, . . . , xk) ∈ Gk : 〈x1, . . . , xk〉 = G}|.

Set

Pk(G) =
dk(G)

|G|k
,

so that Pk(G) is the probability that k randomly chosen elements generate G. Fol-
lowing Pak [80], define

ν(G) = min{k ∈ N : Pk(G) ≥ 1

e
}

(where e is as usual the base of natural logarithms). The choice of the constant 1/e
here is for convenience, and is not significant; note that for any r ≥ 1, we have
Prν(G)(G) ≥ 1− (1− 1

e )r.
A basic goal is to understand the relationship between ν(G) and d(G) for finite

groups G. We begin with a couple of examples.

Examples 1. Let G be a p-group for some prime p, and let d = d(G). For any k,
we have Pk(G) = Pk(G/Φ(G)) = Pk(Cdp ). Taking k = d,

Pd(G) = Pd(C
d
p ) =

pd − 1

pd
.
pd − p
pd

. . .
pd − pd−1

pd
=

d∏
1

(1− 1

pi
),

and it is easy to see that this product is at least 1− 1
p −

1
p2 , which is greater than 1

e

when p > 2, and is 1
4 when p = 2. A slightly refinement gives Pd+1(G) > 1

e in all
cases, and hence ν(G) ≤ d(G) + 1 for p-groups.

2. For simple groups G, Dixon’s conjecture says that P2(G) → 1 as |G| → ∞,
which implies that ν(G) = 2 for sufficiently large G. In fact, Theorem 10 gives
ν(G) = 2 for all finite simple groups G.

It is not too hard to generalize Example 1 to all nilpotent groups. This is done in
[80], where the much less easy case of soluble groups is also considered:

Theorem 12. (i) For G nilpotent, ν(G) ≤ d(G) + 1.
(ii) For G soluble, ν(G) ≤ 3.25 d(G) + 107.

Examples due to Mann [70] show that it is not possible to improve the constant
3.25 in part (ii) by much.
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One might be tempted to think that for any finite group G, ν(G) and d(G) are
closely related – perhaps ν(G) < c · d(G) for some absolute constant c? This is in
fact far from being true, as is shown by the following result, taken from [38].

Lemma 5. For any real number R, there exists a finite group G such that d(G) = 2
and ν(G) > R.

Proof. To prove the lemma, Kantor and Lubotzky construct such a group G of the
form TN , where T is a non-abelian simple group. A result of Philip Hall [29] shows
that the maximal value of N such that TN is 2-generated is d2(T )/|Aut(T )|. For
example, when T = A5, Hall calculated that d2(A5)/|S5| = 19, so that A19

5 is
2-generated whereas A20

5 is not.
Now let T = An. By Dixon’s Theorem 1, for large n, d2(T ) is at least 2

3 |T |
2,

and so d2(T )/|Aut(T )| is at least 2
3 |An|

2/|Sn| = n!/6. Set N = n!/8, and define
G = TN . Then d(G) = 2.

Now consider Pk(G). The probability that a random k-tuple of elements of An
generates An is at most 1 − 1

nk (since 1
nk is the probability that all of the k per-

mutations fix 1). If a random k-tuple in G = ANn generates G, then each of the N
k-tuples in a given coordinate position must generate An, and the probability that
this happens is at most (1− 1

nk )N = (1− 1
nk )n!/8. For this to be at least 1

e , k must
be of the order of n. Hence ν(G) can be arbitrarily large, while d(G) = 2. ut

So it seems that it will be tricky to find a general relationship between ν(G) and
d(G). In [80], Pak proves that ν(G) ≤ dlog2 |G|e + 1 for all finite groups G, and
conjectures that there is a constant C such that ν(G) < C · d(G) · log log |G|. This
was proved in a strong form by Lubotzky [67] (see also [15, Theorem 20]):

Theorem 13. For all finite groups G,

ν(G) ≤ d(G) + 2 log2 log2 |G|+ 4.02.

We now discuss Lubotzky’s proof in some detail. Recall that mn(G) denotes the
number of maximal subgroups of index n in the finite group G. Define

µ(G) = maxn≥2
logmn(G)

log n
.

So mn(G) ≤ nµ(G) for all n, and we can think of µ(G) as the “polynomial degree”
of the rate of growth of mn(G).

Lemma 6. For any finite group G, ν(G) ≤ dµ(G) + 2.02e.

Proof. For any positive integer k, if x1, . . . , xk denote randomly chosen elements
of G, we have
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1− Pk(G) = Prob(〈x1, . . . , xk〉 6= G)
≤
∑
MmaxG Prob(x1, . . . , xk ∈M)

=
∑
MmaxG

|M |k
|G|k

=
∑
n≥2mn(G)n−k

≤
∑
n≥2 n

µ(G)−k.

Hence if k ≥ µ(G) + 2.02, then 1 − Pk(G) ≤
∑
n≥2 n

−2.02, which is less than
1− 1

e . Therefore Pk(G) ≥ 1
e for such k, giving the result. ut

By the lemma, to prove Theorem 13, it is sufficient to boundmn(G) for arbitrary
finite groups G. Each maximal subgroup of index n in G gives a homomorphism
π : G → Sn with image π(G) a primitive subgroup of Sn and kernel Ker(π) =
coreG(M) =

⋂
g∈GM

g .
We call a maximal subgroupM core-free if coreG(M) = 1. According to a result

of Pyber, which appeared later in improved form as [53, Theorem 1.4], the number
of core-free maximal subgroups of index n in G is at most n2 (the improved form is
cn3/2). The proof relies on the detailed description of core-free maximal subgroups
given by Aschbacher and Scott in [3].

Now consider the non-core-free maximal subgroups. Each corresponds to a ho-
momorphism π : G → Sn with π(G) primitive and Ker(π) 6= 1. To compute
mn(G), we need to count the number of possibilities for Ker(π) (and then multiply
by n2, by Pyber’s result). To do this, we consider chief series 1 = N0 ≤ N1 ≤
· · · ≤ Nr = G (so Ni / G and each Ni/Ni−1 is minimal normal in G/Ni−1).
A finite group can have many chief series, but the number r, and the collection of
chief factors Ni/Ni−1, are uniquely determined by G, as is the collection of normal
subgroups C1, . . . , Cr, where Ci = CG(Ni/Ni−1), the kernel of the action of G on
Ni/Ni−1.

By the O’Nan-Scott theorem (see [19, Theorems 4.3B,4.7A]), there are three
possibilities for the structure of the primitive permutation group π(G):

(1) π(G) has a unique minimal normal subgroup K, and K ∼= T k for some non-
abelian simple group T ;

(2) π(G) has exactly two minimal normal subgroups K1,K2, and K1
∼= K2

∼=
T k for some non-abelian simple group T ;

(3) π(G) is an affine group: it has a unique minimal normal subgroup K ∼= Ckp
for some prime p.

In case (1), Lubotzky showed that Ker(π) must be one of the r subgroups Ci; and
in case (2), Ker(π) must be Ci ∩ Cj for some i, j (see [67, 2.3]). Thus these cases
contribute at most 1

2r(r + 1)n2 to mn(G). Further argument [67, 2.5] shows that
case (3) contributes at most rnd(G)+2, and hence

Lemma 7. For a finite group G which has r chief factors, mn(G) ≤ r2nd(G)+2.

Since r < log |G|, the lemma gives µ(G) ≤ d(G) + 2 + 2 log r ≤ d(G) + 2 +
2 log log |G|, so Theorem 13 follows using Lemma 6.
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Building on Lubotzky’s ideas, and adding a lot more of their own, Jaikin-Zapirain
and Pyber proved the following remarkable result in [35], giving upper and lower
bounds for ν(G) which are tight up to a multiplicative constant.

To state the result we need a few definitions. For a non-abelian characteristi-
cally simple group A (i.e. A ∼= T k with T simple), denote by rkA(G) the maximal
number r such that G has a normal section which is the product of r chief factors
isomorphic to A. Let l(A) be the minimal degree of a faithful transitive permutation
representation of A. Finally, define

ρ(G) = maxA
log rkA(G)

log l(A)
.

For example, if G = (An)t (n ≥ 5), then all chief factors are isomorphic to An,
and rkAn

(G) = t, l(An) = n, so ρ(G) = log t/ log n. On the other hand, if G =
An wrAt (t ≥ 5), then a chief series is 1 ≤ (An)t ≤ G, and rkA(G) = 1 for both
chief factors of G, so ρ(G) = 0.

Theorem 14. There exist absolute constants α, β > 0 such that for all finite groups
G,

α(d(G) + ρ(G)) < ν(G) < βd(G) + ρ(G).

If we return to the example G = (An)n!/8 in the proof of Lemma 5, the theorem
says that ν(G) is of the order of log(n!)/ log n, hence of the order of n (while
d(G) = 2). On the other hand, for the wreath product G = An wrAt, the theorem
tells us that ν(G) is bounded.

Applications
We conclude this section by discussing a few applications of Theorem 14. The

first is to the random generation of maximal subgroups of finite simple groups,
taken from [11]. Recall from Theorem 11 that such a maximal subgroup M sat-
isfies d(M) ≤ 4. It is shown also in [11, 8.2] that M has at most three non-abelian
chief factors. Hence ν(M) is bounded by Theorem 14, and so we have

Corollary 5. Given ε > 0, there exists k = k(ε) such that Pk(M) > 1 − ε for any
maximal subgroup M of any finite simple group.

One might be tempted to think, in the spirit of Dixon’s conjecture, that there is a
constant k such that Pk(M)→ 1 as |M | → ∞. But this is not the case, as is shown
by the maximal subgroups Sn−2 of An, for which Pk(Sn−2) ≤ 1− 1

2k for any k.

The second application is to linear groups [35, 9.7]. Let G be a finite subgroup
of GLn(K) for some field K. A result of Fisher [23] implies that the number of
non-abelian chief factors of G is less than n. Hence Theorem 14 gives

Corollary 6. There is an absolute constant c such that ifG is any finite linear group
in dimension n over some field K, then ν(G) < c · d(G) + log n.
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It is striking that the number of random generators does not depend on the field
K.

The third application relates ν(G) to the sizes of so-called minimal generating
sets of G – that is, generating sets S such that no proper subset of S generates G.
Define d̃(G) to be the maximal size of a minimal generating set of G. For example,
if G = Sn then {(1 2), (2 3), . . . , (n − 1n)} is a minimal generating set of size
n− 1, and a result of Whiston [90] shows that d̃(Sn) = n− 1.

It is proved in [35, 9.9] that rkA(G) ≤ d̃(G) for any non-abelian characteristi-
cally simple group A, and hence Theorem 14 gives

Corollary 7. There is an absolute constant c such that for any finite group G,
ν(G) < c · d(G) + log d̃(G).

This result has some significance in the analysis of the Product Replacement
Algorithm for choosing random elements in a finite group, since the quantities ν(G)
and d̃(G) play a role in this analysis. We refer the reader to [81] for details.
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1.3 Representation varieties and character-theoretic methods

If Γ is a finitely generated group, K a field and n a natural number, we call
Hom(Γ,GLn(K)), the set of representations ρ : Γ → GLn(K), the representation
variety of Γ in dimension n over K. In this section we shall show how probabilistic
and character-theoretic methods can be brought to bear on the study of such vari-
eties over algebraically closed fields and also over finite fields, for a particular class
of finitely generated groups Γ . We shall also consider the representation spaces
Hom(Γ,G(K)) and Hom(Γ, Sn), whereG(K) is a simple algebraic group overK,
which are of interest in a variety of contexts.

1.3.1 Fuchsian groups

The class of finitely generated groups Γ we shall consider are the Fuchsian groups,
i.e. finitely generated discrete groups of isometries of the hyperbolic plane. By clas-
sical work of Fricke and Klein, the orientation-preserving Fuchsian groups Γ have
presentations of the following form:

generators: a1, b1, . . . , ag, bg (hyperbolic)
x1, . . . , xd (elliptic)
y1, . . . , ys (parabolic or hyperbolic boundary)

relations: xm1
1 = · · · = xmd

d = 1,
x1 · · ·xdy1 · · · ys[a1, b1] · · · [ag, bg] = 1

where g, d, s ≥ 0 and mi ≥ 2 for all i, and the measure µ(Γ ) > 0, where

µ(γ) = 2g − 2 + s+

d∑
1

(1− 1

mi
).

The number g is called the genus of Γ .
There are also results along the lines discussed below for non-orientation pre-

serving Fuchsian groups, but for brevity’s sake we shall not mention these.

Examples 1. Surface groups These are the groups with s = d = 0 and g ≥ 2: let

Γg = 〈a1, b1, . . . , ag, bg :
∏
i

[ai, bi] = 1〉

so that Γg = π1(S), the fundamental group of a surface S of genus g.

2. Triangle groups These have g = s = 0, d = 3. For positive integers a, b, c
define

T = Ta,b,c = 〈x, y, z : xa = yb = zc = xyz = 1〉,
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where µ(T ) = 1 − 1
a −

1
b −

1
c > 0, and call this the (a, b, c)-triangle group. The

minimal value of µ for a triangle group is 1
42 , which occurs for the Hurwitz triangle

group T2,3,7.

3. Free products When s > 0, Γ is a free product of cyclic groups, such as the
free group Fr of rank r, or a free product Ca ∗ Cb = 〈x, y : xa = yb = 1〉 (which
has µ = 1− 1

a −
1
b ).

The Fuchsian groups for which s = 0 are said to be co-compact.

Let q be a prime power and K = F̄q , the algebraic closure of Fq . In the sections
below, we shall discuss the representation spaces Hom(Γ,G), where Γ is a Fuchsian
group and G is GLn(K), G(K) (a simple algebraic group over K), G(q) (a group
of Lie type over Fq), or Sn. These representation spaces have many connections
with other areas, some of which we shall now point out.

The first connection is with the area of random generation. To say that a finite
group G is generated by two elements is to say that there exists an epimorphism in
the space Hom(F2, G), where F2 is the free group of rank 2. The probability P (G)
(defined in Section 1.1.1) that G is generated by two randomly chosen elements is
then

P (G) =
|{φ ∈ Hom(F2, G) : φ epi}|

|Hom(F2, G)|
= Prob(random φ ∈ Hom(F2, G) is epi).

For any Fuchsian group Γ , we can similarly define

PΓ (G) = Prob(random φ ∈ Hom(Γ,G) is epi).

Dixon’s conjecture (Corollary 1) asserts that P (G) → 1 as |G| → ∞ for finite
simple groups G, and one could hope to prove similar results for the probabilities
PΓ (G). For example, a question posed many years ago asks which finite simple
groups are (2, 3, 7)-generated – that is, generated by three elements of orders 2,3
and 7 with product equal to 1. There are many results on this question in which the
approach is to construct explicit generators, but one might hope to shed further light
by studying the probabilities PΓ (G), where G is simple and Γ is the triangle group
T2,3,7. Results on this and other probabilities PΓ (G) will be discussed below.

Other connections concern the representation space Hom(Γ, Sn). The subgroup
growth of Γ is measured by the growth of the function an(Γ ), the number of sub-
groups of index n in Γ , and it is an elementary fact that

an(Γ ) = |Homtrans(Γ, Sn)|/(n− 1)!,

where Homtrans(Γ, Sn) is the set of homomorphisms Γ → Sn which have im-
age which is transitive on {1, . . . , n}. Another connection is Hurwitz’s theory that
Hom(Γ, Sn) counts branched coverings of Riemann surfaces, where g is the genus
of the surface and the images of x1, . . . , xd are the monodromy permutations around
the branch points (see [63, Section 8] for details).
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1.3.2 Character theory

The connection between the sizes of the spaces Hom(Γ,G) and character theory
is given by the following lemma, which goes back to Frobenius and Hurwitz. Let
Γ be a co-compact Fuchsian group with generators ai, bi, xi as above, and let G
be a finite group. For conjugacy classes Ci in G having representatives gi of order
dividing mi (1 ≤ i ≤ d), define C = (C1, . . . , Cd) and

HomC(Γ,G) = {φ ∈ Hom(Γ,G) : φ(xi) ∈ Ci for 1 ≤ i ≤ d}.

Denote by Irr(G) the set of irreducible (complex) characters of G.

Lemma 8. With the above notation,

|HomC(Γ,G)| = |G|2g−1|C1| · · · |Cd|
∑

χ∈Irr(G)

χ(g1) · · ·χ(gd)

χ(1)2g−2+d
.

For a proof, see [63, 3.2]. For example, applying this with g = 0 and d = 3, we
obtain the well known formula of Frobenius that if C1, C2, C3 are three classes in
G, then the number of solutions to the equation x1x2x3 = 1 for xi ∈ Ci is

|C1||C2||C3|
|G|

∑
χ∈Irr(G)

χ(g1)χ(g2)χ(g3)

χ(1)
. (1.6)

When G is a finite simple group, a major tool in the analysis of Hom(Γ,G) is
provided by the representation zeta function of G, defined for a real variable s by

ζG(s) =
∑

χ∈Irr(G)

χ(1)−s.

The next result is taken from [63, 1.1] for alternating groups, and from [64, 1.1,1.2]
for groups of Lie type.

Theorem 15. (i) If G = An and s > 0, then ζG(s)→ 1 as n→∞.
(ii) If G = G(q) is of fixed Lie type with Coxeter number h, and s > 2

h , then
ζG(s)→ 1 as q →∞.

(iii) For any s > 0, there exists r = r(s) such that for G = G(q) of rank at least
r, we have ζG(s)→ 1 as |G| → ∞.

In part (ii), the Coxeter number h of G(q) is defined to be the number of roots
in the root system of G(q) divided by the rank; for example, if G = PSLn(q),
PSp2n(q) or E8(q), h is n, 2n or 30, respectively. The bound 2

h is tight, in that
ζG(q)(2/h) is bounded away from 1. Moreover, if we write rn(G) for the number of
irreducible characters of degree n, then ζG(s) =

∑
n≥1 rn(G)n−s, so for example

part (ii) implies that for G(q) of fixed Lie type, rn(G(q)) < cn2/h for all n, where
c is an absolute constant.
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Theorem 15 also holds for the corresponding quasisimple groups – that is, perfect
groups G such that G/Z(G) is a finite simple group.

1.3.3 Symmetric and alternating groups

Here we discuss some of the ramifications of the representation space
Hom(Γ, Sn). Let us begin the story with a well known result of Conder [13],
inspired by the ideas of his supervisor Graham Higman: for n ≥ 168, An is
(2, 3, 7)-generated. (There is a reason for the number 168 here:A167 is not (2, 3, 7)-
generated.) This was part of a more general conjecture, attributed to Higman in the
1960s:

Higman’s Conjecture. For any Fuchsian group Γ , there exists N(Γ ) such that Γ
surjects onto An for all n > N(Γ ).

Conder’s result covers the case Γ = T2,3,7. Higman’s conjecture was eventually
proved in 2000 by Everitt [22]. One can quickly reduce to the case of genus 0 –
for example, a Fuchsian group of genus g ≥ 2 maps onto the free group F2 on
generators x, y (send a1 → x, a2 → y and all other generators to 1), and then F2

maps onto An. For the genus 0 case, Everitt’s approach was based on constructing
generators using Higman’s method of coset diagrams.

Inspired by Everitt’s result, Liebeck and Shalev started thinking a few years later
about whether there might be probabilistic approach to Higman’s conjecture: if one
could show that PΓ (An) = Prob(φ ∈ Hom(Γ,An) is epi) tends to 1 (or indeed
anything nonzero) as n→∞, then of course Higman’s conjecture would follow.

Our approach to studying PΓ (An) was similar to the approach to Dixon’s con-
jecture. Namely, if φ ∈ Hom(Γ,An) is not an epimorphism, then φ(Γ ) ≤ M for
some maximal subgroup M of An; and given M , this happens with probability
|Hom(Γ,M)|/|Hom(Γ,An)|. Therefore

1− PΓ (An) ≤
∑

MmaxAn

|Hom(Γ,M)|
|Hom(Γ,An)|

.

Hence the task was to estimate |Hom(Γ,An)| and also |Hom(Γ,M)| for maximal
subgroups M . Notice that these estimates must be delicate enough to distinguish
between |Hom(Γ,An)| and |Hom(Γ,An−1)|, since An−1 is one possibility for M .

Here is an example of an ingredient of how |Hom(Γ,An)| is estimated, for the
triangle group Γ = T2,3,7, taken from [63]. For convenience take n to be divisible
by 2 · 3 · 7 and such that the conjugacy classes C1, C2, C3 consisting of fixed-point-
free permutations of shapes (2n/2), (3n/3), (7n/7) respectively, all lie in An. One
can prove that for r = 2, 3, 7 the following hold:

(i) |Cr| ∼ (n!)1− 1
r , and

(ii) for any χ ∈ Irr(An) and cr ∈ Cr, we have |χ(cr)| < cn1/2 · χ(1)1/r.
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Part (i) is routine, but (ii) is hard and uses much of the well-developed character
theory of symmetric groups. If we ignore the cn1/2 term in (ii), then, writing C =
(C1, C2, C2), the formula (1.6) gives

|HomC(Γ,An)| ≥ (n!)
1
2 + 2

3 + 6
7

n!
(1−

∑
16=χ∈Irr(An)

χ(1))
1
2 + 1

3 + 1
7

χ(1)
)

= (n!)
43
42 (1− (ζAn(

1

42
)− 1)).

Now µ(Γ ) = µ(T2,3,7) = 1
42 , and ζAn( 1

42 ) → 1 as n → ∞ by Theorem 15(i), so
for large n this shows that |Hom(Γ,An)| is at least roughly (n!)1+µ(Γ ). Adapting
this calculation to take care of the cn1/2 term in (ii) is a fairly routine technical
matter.

It turns out that (n!)1+µ(Γ ) is the correct order of magnitude for |Hom(Γ,An)|
and also |Hom(Γ, Sn)|. The following result is [63, Theorem 1.2].

Theorem 16. For any Fuchsian group Γ we have |Hom(Γ, Sn)| = (n!)1+µ(Γ )+o(1).

In fact some much more precise estimates were obtained (and were needed, as
remarked above). We were also able to prove that the subgroup growth function
an(Γ ) = |Homtrans(Γ, Sn)|/(n − 1)! satisfies an(Γ ) = (n!)µ(Γ )+o(1), and estab-
lish the following probabilistic result ([63, Theorem 1.7]).

Theorem 17. For any Fuchsian group Γ , the probability that a random homomor-
phism in Homtrans(Γ, Sn) is an epimorphism tends to 1 as n→∞.

This implies Higman’s conjecture, which was our original motivation. The
character-theoretic methods and estimates in [63] for symmetric and alternating
groups have been developed and improved in a number of subsequent papers, no-
tably Larsen-Shalev [44], where very strong estimates on character values are ob-
tained and a variety of applications given; in particular they solve a number of long-
standing problems concerning mixing times of random walks on symmetric groups,
but we shall not go into this here.

1.3.4 Groups of Lie type

We now discuss results analogous to Theorems 16 and 17 for groups G = G(q) of
Lie type. Let Γ be a co-compact Fuchsian group as in Section 1.3.1. Again we seek
to apply Lemma 8. If gi (1 ≤ i ≤ d) are elements of G of order dividing mi, and
χ ∈ Irr(G), then |χ(g1)···χ(gd)|

χ(1)2g−2+d ≤ χ(1)−(2g−2), which quickly yields

2− ζG(2g − 2) ≤
∑

χ∈Irr(G)

χ(g1) · · ·χ(gd)

χ(1)2g−2+d
≤ ζG(2g − 2).
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This observation is only useful when g ≥ 2, in which case Theorem 15 gives
ζG(2g − 2) → 1 as |G| → ∞. In this case, applying Lemma 8 and summing
over all classes of elements of orders dividing m1, . . . ,md leads to the following
result, which is part of [65, 1.2,1.4]. In the statement, jm(G) denotes the number of
elements of G of order dividing m.

Theorem 18. Let Γ be a co-compact Fuchsian group of genus g ≥ 2 as in Section
1.3.1.

(i) For all finite quasisimple groups G,

|Hom(Γ,G)| = (1 + o(1)) · |G|2g−1 ·
d∏
1

jmi
(G),

where o(1) refers to a quantity which tends to 0 as |G| → ∞.
(ii) For groups G of Lie type of rank r, |Hom(Γ,G)| = |G|1+µ(Γ )+O( 1

r ).

Part (ii) follows from (i), since one can show that for groups G of large rank,
jm(G) is roughly |G|1− 1

m .
As in the previous section, the analysis of the probabilitiesPΓ (G) is much harder,

and for groups of Lie type has only been completed for the case where g ≥ 2. Here
is [65, Theorem 1.6].

Theorem 19. Let Γ be a co-compact Fuchsian group of genus g ≥ 2. Then for all
finite simple groups G, the probability PΓ (G)→ 1 as |G| → ∞.

Note that the conclusion of the theorem does not remain true for genus 0 or 1,
since there are Fuchsian groups of such genus which do not have all sufficiently
large finite simple groups as quotients. For example, a result of Macbeath [69] says
that PSL2(q) can only be an image of the genus 0 group T2,3,7 if q = p or p3 for
some prime p. Nevertheless, the genus 0 or 1 case does lead to some very interest-
ing questions which we shall discuss below in Section 1.3.6. For the moment, we
conclude this section by stating a conjecture from [65]:

Conjecture. For any Fuchsian group Γ there is an integer f(Γ ) such that for finite
simple classical groups G of rank at least f(Γ ), we have PΓ (G)→ 1 as |G| → ∞.

1.3.5 Representation varieties

Let Γ be a Fuchsian group, and let K = F̄p, the algebraic closure of Fp, where p
is prime. Recall that the representation variety of Γ in dimension n over K is the
variety V = Hom(Γ,GLn(K)). One of the most basic questions about V is: what
is the dimension of V ?

This question can be attacked using results in the previous section. Here’s
how. Let q be a power of the characteristic p, and define the field morphism
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σ : GLn(K) → GLn(K) to be the map sending the matrix (aij) → (aqij). The
fixed point group of σ is GLn(K)σ = GLn(q). Observe that σ also acts on the
variety V : for φ ∈ V, γ ∈ Γ , define φσ(γ) = φ(γ)σ . Then the fixed point set
Vσ = V (q) is the finite representation variety Hom(Γ,GLn(q)).

When the genus of Γ is at least 2, the size of Hom(Γ,GLn(q)) can be estimated
as in the previous section. The connection between this and the dimension of V is
given by a classical result of Lang-Weil [42]:

Lemma 9. Let V be an algebraic variety over F̄p of dimension f , with e components
of dimension f . For a power q of p, let V (q) be the set of q-rational points in V .
Then there is a power q0 of p such that |V (q)| = (e + o(1))qf for all powers q of
q0.

In estimating |V (q)| = |Hom(Γ,GLn(q))| we need to know the limiting be-
haviour of the zeta function ζGLn(q)(s). This is a little different from Theorem 15,
because GLn(q) has q− 1 linear characters (which contribute q− 1 to ζGLn(q)(s)).
The outcome is [65, 2.10]: for s ≥ 2 and fixed n,

ζGLn(q)(s)→ q − 1 + δ as q →∞,

where δ = 1 if n = s = 2 and δ = 0 otherwise. Using this |Hom(Γ,GLn(q))| can
be computed as in the previous section. The conclusion is a little awkward to state
in general, so we just state it for surface groups and refer the reader to [65, 3.8] for
the general case.

Proposition 1. If Γ is a surface group of genus g ≥ 2, then for fixed n ≥ 2,
|Hom(Γ,GLn(q))| = (q − 1 + δ + o(1)) · |GLn(q)|2g−1.

By Lemma 9, this implies

Theorem 20. Let Γ be a surface group of genus g ≥ 2, and let V be the representa-
tion variety Hom(Γ,GLn(K)). Then dimV = (2g−1)n2 +1, and V has a unique
irreducible component of highest dimension.

Arguing similarly for the varieties Hom(Γ, Ḡ), where Ḡ = G(K) is a simple al-
gebraic group overK, we obtain the following, which is [65, 1.10]. In the statement,
Jm(Ḡ) is the subvariety of elements x ∈ Ḡ satisfying xm = 1. The dimensions of
these subvarieties are studied by Lawther in [46]; in particular, dim Jm(Ḡ) tends to
(1− 1

m ) dim Ḡ as the rank of Ḡ tends to infinity.

Theorem 21. Let Γ be a Fuchsian group of genus g ≥ 2 as in Section 1.3.1, and let
Ḡ = G(K) be a simple algebraic group. If V is the variety Hom(Γ, Ḡ), then

dimV = (2g − 1) dim Ḡ+

d∑
1

dim Jmi(Ḡ).

Other results along these lines can be found in [65].
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1.3.6 Triangle groups

All the results in the previous two sections concerning the spaces Hom(Γ,G) for
G a finite or algebraic group of Lie type assume that the genus of Γ is at least 2.
This is not because the genus 0 or 1 cases are uninteresting, but rather because the
character-theoretic methods in these cases require much more delicate information.
For example, to estimate the sum in the formula (1.6), one needs information on
the character values χ(g) for irreducible characters χ of G, and usable estimates on
character values are hard to come by.

As a result, rather little is known about the spaces Hom(Γ,G) and their ramifica-
tions when G is a group of Lie type and Γ has genus 0 or 1. (Note however that this
is not so for G = Sn or An, since the results of Section 1.3.3 hold for all genera.)
Nevertheless there are some results and also conjectures, which make this a very
interesting case.

We shall focus on the case for which most is known – namely that in which Γ is
a triangle group Ta,b,c (of genus 0).

Triangle generation
Let T = Ta,b,c = 〈x, y, z : xa = yb = zc = xyz = 1〉 be a Fuchsian triangle

group (so 1
a + 1

b + 1
c < 1). We shall say that a finite group G is (a, b, c)-generated

if it is an image of T . And for a family of simple groups G(q) of fixed Lie type, we
say that G(q) is randomly (a, b, c)-generated if

PT (G(q)) = Prob(random φ ∈ Hom(T,G(q)) is epi)→ 1

as q →∞ through values for which a, b and c divide |G(q)|.

Question. Which finite simple groups of Lie type are (randomly) (a, b, c)-generated?

This question goes back quite a long way, particularly in the case where (a, b, c) =
(2, 3, 7) – indeed, (2, 3, 7)-generated groups are also called Hurwitz groups, and are
of interest because they are precisely the groups which realize a well known upper
bound of Hurwitz for the number of automorphisms of a compact Riemann surface
(see [14] for example).

The first substantial result on this question was that of Macbeath [69], who
showed thatPSL2(q) is (2, 3, 7)-generated if and only if either q = p ≡ 0,±1 mod 7,
or q = p3 and p ≡ ±2,±3 mod 7, where p denotes a prime. Many further results on
(2, 3, 7)-generation have followed since – for example, PSL3(q) is only (2, 3, 7)-
generated if q = 2, while SLn(q) is (2, 3, 7)-generated for all n ≥ 287 (see [88] for
a survey).

Concerning (a, b, c)-generation for more general values, nothing much was done
until the following two results of Marion [71, 73]. In both results, assume a, b, c are
primes and a ≤ b ≤ c.
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Theorem 22. Given a prime p, there is a unique power pr such that PSL2(pr)
is (a, b, c)-generated – namely, the minimal power such that a, b and c divide
|PSL2(pr)|.

A few moments’ thought show that this agrees with Macbeath’s result on (2, 3, 7)-
generation stated above. In particular, the theorem shows that PSL2(q) is far from
being randomly (a, b, c)-generated.

For 3-dimensional classical groups Marion proved

Theorem 23. Let G = PSL3(q) or PSU3(q).
(i) If a > 2, then G is randomly (a, b, c)-generated.
(ii) If a = 2, then given a prime p, there are at most four values of q = pr such

that G is (a, b, c)-generated.

The proofs of these two theorems are character-theoretic. The second theorem
takes a great deal of effort, and appears in a series of three papers [73]. Using the
same methods to tackle higher dimensional groups is not an appetising prospect.

The dichotomy in parts (i) and (ii) of Theorem 23 is quite striking. In seeking to
explain it, Marion introduced the idea of rigidity.

Rigidity
Now switch attention to Ḡ, a simple algebraic group over K = F̄p, p prime. For

a ≥ 2, define
δa = max{dimxḠ : x ∈ Ḡ of order a}.

Straightforward matrix calculations give

Lemma 10. (i) If Ḡ = PSL2(K) then δa = 2 for all a ≥ 2.
(ii) If Ḡ = PSL3(K) then δ2 = 4, while δa = 6 for a > 2.

For example, considerG = PSL3(K) with char(K) 6= 2. Any involution t ∈ G
is conjugate to the image modulo scalars of the diagonal matrix diag(−1,−1, 1);
then dimCG(t) = 4 and so dim tG = 4. On the other hand, for any odd prime
a 6= char(K) there is an element u ∈ G of order a having distinct eigenvalues, so
that dimCG(u) = 2 and dimuG = 6.

The relevance of the above definition to (a, b, c)-generation is given by

Proposition 2. If δa + δb + δc < 2 dim Ḡ, then G(q) is not (a, b, c)-generated for
any q.

This is [72, Prop. 1]. The proof is an application of a well known result of Scott
[83] which is one of the main tools in this whole area. Here is a sketch for the
case where p is a “very good prime” for Ḡ – this means that p is not 2 when Ḡ is
symplectic or orthogonal, p is not 2 or 3 when Ḡ is of exceptional type (and also not
5 when Ḡ = E8), and p does not divide n when Ḡ = PSLn(K).

We consider the action of Ḡ on its Lie algebra V = L(Ḡ). Under the assumption
that p is very good, G(q) acts irreducibly on V for any q, and also dimCV (g) =
dimCḠ(g) for all g ∈ Ḡ (see [12, 1.14]). IfG(q) is generated by x1, x2, x3 of orders
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a, b, cwith x1x2x3 = 1, then Scott’s result implies that
∑

(dimV −dimCV (xi)) ≥
2 dimV . As dimV = dim Ḡ, this means that

∑
dimxḠi ≥ 2 dim Ḡ, contradicting

the hypothesis that δa + δb + δc < 2 dim Ḡ.

The proposition motivates the following definition.

Definition. We say that a triple (a, b, c) of primes (with 1
a + 1

b + 1
c < 1) is rigid for

Ḡ if δa + δb + δc = 2 dim Ḡ.

For example, if Ḡ = PSL2(K) then dim Ḡ = 3, so by Lemma 10, every triple
is rigid for Ḡ. On the other hand, if Ḡ = PSL3(K) then dim Ḡ = 8 and triples
(2, b, c) are rigid, while triples (a, b, c) with a > 2 are not (recall that a ≤ b ≤ c).

In view of these examples, Theorems—22 and 23 support the following conjec-
ture, stated in [72].

Conjecture. Let p be a prime and Ḡ a simple algebraic group over K = F̄p.
Suppose (a, b, c) is a rigid triple of primes for Ḡ. Then there are only finitely many
powers q = pr such that G(q) is (a, b, c)-generated.

Note that the converse to the conjecture does not hold: for example, it is known
that SL7(q) is never a Hurwitz group (see [76]), but (2, 3, 7) is not a rigid triple for
SL7(K). It would be very interesting to find a variant of the conjecture which could
work both ways round.

Theorem 3 of [72] classifies all the rigid triples of primes for simple algebraic
groups. The list is not too daunting: for Ḡ = PSLn or SLn, rigid triples exist
only for n ≤ 10; for symplectic groups, only for dimensions up to 26 (and only the
Hurwitz triple (2, 3, 7) can be rigid beyond dimension 10); for orthogonal groups,
the only rigid triple is (2, 3, 7) for the groups Spin11,12; and the only exceptional
type which has a rigid triple is G2 with triple (2, 5, 5).

As remarked above, one would not want to adopt the character-theoretic method
of proof of Theorems 22, 23 for larger rank cases. Fortunately there is another tool
which can be used to attack the conjecture, namely the classical notion of rigidity
for algebraic groups.

Classical rigidity
Let Ḡ be a simple algebraic group over an algebraically closed field K, and let

C1, . . . , Cr be conjugacy classes in Ḡ. Define

C0 = {(x1, . . . , xr) : xi ∈ Ci, x1 . . . xr = 1}.

Following [87], we say that (C1, . . . , Cr) is a rigid tuple of classes if C0 6= ∅ and
G acts transitively on C0 by conjugation.

Rigid tuples play a major role in inverse Galois theory and other areas. Their
relevance to triangle generation and in particular to the above Conjecture is via the
following observations. Assume for convenience of discussion that the characteristic
of K is a very good prime for Ḡ.
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(1) If (C1, C2, C3) is a rigid triple of classes, and CL(Ḡ)(x1, x2, x3) = 0 for
(x1, x2, x3) ∈ C0, then

∑
dimCi = 2 dim Ḡ (see [87, 3.2]).

(2) Suppose one can prove a converse to (1) – namely, that if (C1, C2, C3) is a
triple of classes such that

∑
dimCi = 2 dim Ḡ and CL(Ḡ)(x1, x2, x3) = 0 for

(x1, x2, x3) ∈ C0, then (C1, C2, C3) is a rigid triple.

(3) Now let (a, b, c) be a rigid triple of primes. Simple algebraic groups have only
finitely many classes of elements of any given order, and hence Ḡ has finitely many
triples (C1, C2, C3) of classes of elements of orders a, b, c satisfying dimCi =
2 dim Ḡ (and the other triples of such classes have dimensions adding to less than
2 dim Ḡ).

Given (1), (2) and (3), define T to be the set of triples (g1, g2, g3) of elements of
Ḡ of orders a, b, c with product 1 such that CL(Ḡ)(g1, g2, g3) = 0 and

∑
dimCi =

2 dim Ḡ, where Ci = gḠi . For (g1, g2, g3) ∈ T , the triple of classes (C1, C2, C3) is
one of the finitely many in (3), and is rigid by (2). It follows that Ḡ has only finitely
many orbits in its conjugation action on T , and so there can be only finitely many
groups G(q) generated by such triples g1, g2, g3, proving the Conjecture.

Hence, if we can prove the statement in (2), then we can prove the Conjecture.
Unfortunately, the only known case of (2) is the following result of Strambach and
Völklein [87, 2.3] for Ḡ = SLn; in the case of characteristic zero it goes back to
Katz [40].

Theorem 24. Let Ḡ = SLn(K), and let (C1, . . . , Cr) be a tuple of classes in Ḡ
such that

∑
dimCi = 2 dim Ḡ and 〈x1, . . . , xr〉 is irreducible on the natural mod-

ule Vn(K) for some (x1, . . . , xr) ∈ C0. Then (C1, . . . , Cr) is a rigid tuple.

The Conjecture follows in the case where Ḡ = SLn (see [72] for details). Further
cases are handled in [72], but quite a few remain open. The most elegant way to
finish the proof would be to prove a version of Theorem 24 for all types of simple
algebraic groups, but this seems difficult. One further case – that in which Ḡ =
G2 in characteristic 5 and (a, b, c) = (2, 5, 5) (the only rigid triple of primes for
exceptional types) – was handled in [47].

Recently, Larsen, Lubotzky and Marion [43] have introduced the method of de-
formation theory into the picture, and used it to prove Marion’s conjecture for all
cases where the underlying characteristic does not divide product abc of the expo-
nents of the triangle group.
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1.4 Cayley graphs of simple groups: diameter and growth

Let G be a finite group with a generating set S which is symmetric – that is, closed
under taking inverses – and does not contain the identity. The Cayley graph Γ (G,S)
is defined to be the graph with vertex set G and edges {g, gs} for all g ∈ G, s ∈ S.
It is connected and regular of valency |S|, and G acts regularly on Γ (G,S) by
left multiplication. Because of the transitive action of G, the diameter of Γ (G,S),
denoted by diam(G,S), is equal to the maximum distance between the identity
element and any g ∈ G, and so

diam(G,S) = max{l(g) : g ∈ G}

where l(g) is the length of the shortest expression for g as a product of elements of
S. If d = diam(G,S), thenG = {e}∪

⋃d
r=1 S

r (where Sr = {s1 . . . sr : si ∈ S}),
and so |G| ≤

∑d
r=0 |S|r < |S|d+1. Hence

diam(G,S) >
log |G|
log |S|

− 1. (1.7)

Examples 1. Let G = Cn = 〈x〉, a cyclic group of order n, and let S = {x, x−1}.
Then Γ (G,S) is an n-gon. So diam(G,S) is [n2 ], whereas log |G|

log |S| is logn
log 2 .

2. Let G = Sn and S the set of all transpositions. Here diam(G,S) is n − 1,
while log |G|

log |S| is roughly n
2 .

3. Let G = Sn and S = {(1 2), (1 2 · · ·n)±1}. In this case diam(G,S) is
roughly n2, while log |G|

log |S| is of the order of n log n. The same orders of magnitude
apply to a similar generating set for An consisting of a 3-cycle and an n- or (n−1)-
cycle and their inverses.

4. ForG = SLn(q) and S the set of transvections, we have diam(G,S) ≈ n and
log |G|
log |S| ≈

n
2 .

5. Let G = SLn(p) (p prime) and S = {x±1, y±1} where

x =


1 1

1

.
.

.

1

, y =


0 1
0 0 1

.
.

1

±1


Then log |G|

log |S| ∼ n
2 log p, and also diam(G,S) ∼ n2 log p.

All the above examples are elementary except the last, where the fact that diam(G,S) ≤
Cn2 log p for some constant C is a result of Kassabov and Riley [39].
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Define diam(G) to be the maximum of diam(G,S) over all generating sets S.
The main conjecture in the field is due to Babai, and appears as Conjecture 1.7 in
[7]:

Babai’s Conjecture. There is a constant c such that diam(G) < (log |G|)c for any
non-abelian finite simple group G.

It can be seen from Example 3 above that c must be at least 2 for the conjecture
to hold.

There has been a great deal of recent progress on this conjecture, but before
presenting some of this we shall discuss the special case where S is a union of
conjugacy classes, which has various other connections.

1.4.1 Conjugacy classes

In the case where the generating set S is a union of classes (which occurs in Exam-
ples 2 and 4 above), a strong form of Babai’s conjecture holds:

Theorem 25. There is a constant C such that for any non-abelian finite simple
group G and any non-identity union S of conjugacy classes of G,

diam(G,S) < C
log |G|
log |S|

.

Indeed, G = Sk for all k ≥ C log |G|
log |S| .

This is the main theorem of [62]. In view of (1.7), the diameter bound is best
possible, apart from reduction of the constant C.

Consequences
First we point out an obvious consequence. If S is the set of involutions in a

simple group G, then of course S is a union of classes, and it is not hard to prove
that |S| > c|G|1/2 (see [59, 4.2,4.3]). Hence Theorem 25 implies that every element
of every simple group is a product of k involutions, for some absolute constant k.
The same holds for elements of any fixed order.

A more substantial consequence concerns word maps on simple groups. For a
group G and a nontrivial word w = w(x1, . . . , xd) in the free group of rank d,
define

w(G) = {w(g1, . . . , gd) : gi ∈ G},

the set of w-values in G. For example, if w = [x1, x2] or xk1 , then w(G) is the set of
commutators or kth powers in G. Clearly w(G) is a union of classes of G.

Given w, it is possible to show that there is a constant c = c(w) > 0 depending
only on w, such that |w(G)| > |G|c for all simple groups G such that w(G) 6= 1
(see [62, 8.2]). Hence Theorem 25 gives
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Corollary 8. For any nontrivial word w, there is a constant c = c(w) such that
w(G)c = G for every finite simple group G for which w(G) 6= 1.

A result of Jones [37] ensures that w(G) 6= 1 provided G is sufficiently large
(i.e. provided |G| > f(w) where this depends only on w). Recent work of Larsen,
Shalev and Tiep, culminating in [45], shows that the number c(w) in the corollary
can be replaced by 2. So for example, every element of every sufficiently large
simple group is product of two commutators or two kth powers, and so on.

Notice that for certain words w, it is definitely not possible to replace c(w) by 1.
For example the kth power word map xk1 is not surjective on any finite group of or-
der not coprime to k (since it is not injective). To date, there are just a few instances
of word maps which have been shown to be surjective on all simple groups. The first
was the commutator word: it was proved in [51] that every element of every non-
abelian finite simple group is a commutator, a result known as the Ore conjecture.
Some further surjective word maps such as xp1x

p
2 (p prime) are produced in [28, 52].

One might conjecture that every non-power word map is surjective on sufficiently
large simple groups, but this has recently been shown to be false in [36]: for ex-
ample, the word map (x, y) → x2[x−2, y−1]2 is non-surjective on PSL2(p2r+1)
for all non-negative integers r and all odd primes p such that p2 6≡ 1 mod 16 and
p2 6≡ 0, 1 mod 5.

This is one of a number of “width” questions about simple groups. Another is the
conjecture proposed in [50], that ifA is any subset of size at least 2 in a finite simple
groupG, thenG is a product ofN conjugates ofA for someN ≤ c log |G|/ log |A|,
where c is an absolute constant. This has been proved in some cases in [49, 50, 24].

1.4.2 Babai’s Conjecture

There have been spectacular recent developments on Babai’s conjecture, both for
groups of Lie type and for alternating groups. We shall discuss these separately.

Groups of Lie type

For a long time, even SL2(p) (p prime) was a mystery as far as proving Babai’s
conjecture was concerned. Probably the first small (symmetric) generating set one
thinks of for this group is

S = {
(

1 1
0 1

)±1

,

(
1 0
1 1

)±1

}.

Babai’s conjecture asserts that diam(G,S) < (log p)c for these generators. Surely
this must be easy?

In fact it is not at all easy, and was proved by the following beautiful but indirect
method (see [66]). First observe that the matrices in S, when regarded as integer
matrices, generate SL2(Z). Now let Γ (p) denote the congruence subgroup which
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is the kernel of the natural map from SL2(Z) → SL2(p). If H is the upper half
plane and X(p) denotes the Riemann surface Γ (p)\H, denote by λ1(X(p)) the
smallest eigenvalue for the Laplacian on X(p). A theorem of Selberg [84] gives
λ1(X(p)) ≥ 3

16 for all p, and this can be used to show that the Cayley graphs
{Γp = Γ (SL2(p), S) : p prime} have their second largest eigenvalues bounded
away from the valency, and hence that they form a family of expander graphs. This
means that there is an expansion constant c > 0, independent of p, such that for
every set A consisting of fewer that half the total number of vertices in Γp, we have
|δA| > c|A|, where δA is the boundary of A – that is, the set of vertices not in
A which are joined to some vertex in A. From the expansion property it is easy to
deduce that Γp has logarithmic diameter, so that diam(Γ (SL2(p), S) < c log p, a
strong form of Babai’s conjecture.

One can adopt essentially the same method for the generators

{
(

1 2
0 1

)±1

,

(
1 0
2 1

)±1

}

of SL2(p), since, while these do not generate SL2(Z), they do generate a subgroup
of finite index therein. But what if we replace the 2s in these generators with 3s?
Then the matrices generate a subgroup of infinite index in SL2(Z), and the above
method breaks down. This question became known as Lubotzky’s 1-2-3 problem,
as was not solved until the breakthrough achieved by Helfgott [31]:

Theorem 26. Babai’s conjecture holds for G = SL2(p). That is,
diam(SL2(p)) < (log p)c, where c is an absolute constant.

Helfgott deduced this from his key proposition: for any generating set S of G =
SL2(p), either |S3| > |S|1+ε, or Sk = G, where ε > 0 and k do not depend on p.
(Later it was observed that one can take k = 3 here.) The heart of his proof is to
relate the growth of powers of subsets A of G with the growth of the corresponding
set of scalars B = tr(A) = {tr(x) : x ∈ A} in Fp under sums and products. By
doing this he could tap into the theory of additive combinatorics, using results such
as the following, taken from [9]: if B is a subset of Fp with pδ < |B| < p1−δ for
some δ > 0, then |B ·B|+ |B +B| > |B|1+ε, where ε > 0 depends only on δ.

Following Helfgott’s result, there was a tremendous surge of progress in this area.
Many new families of expanders were constructed in [8]. Helfgott himself extended
his result to SL3 in [32], and this has now been proved for all groups of Lie type of
bounded rank in [10, 82]. As a consequence, we have

Theorem 27. If G = G(q) is a simple group of Lie type of rank r, then diam(G) <
(log |G|)c(r) where c(r) depends only on r.

Again, the theorem is proved via a growth statement: for any generating set S of
G(q), either |S3| > |S|1+ε, or S3 = G, where ε > 0 depends only on r.

These results, and particularly their developments into the theory of expanders,
have many wonderful and surprising applications. For a survey of these develop-
ments and some of the applications, see [68].
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Finally, let us remark that Babai’s conjecture remains open for groups of Lie type
of unbounded rank.

Alternating groups

For the alternating groups An, Babai’s conjecture is that there is a constant C
such that diam(An) < nC . Until very recently, the best bound for diam(An) was
that obtained by Babai and Seress in [6], where it was proved that

diam(An) < exp((1 + o(1)) · (n log n)1/2) = exp((1 + o(1)) · (log |An|)1/2).

Babai and Seress also obtained a bound of the same magnitude for the diameter of an
arbitrary subgroup of Sn in [7]; this is best possible, as can be seen by constructing
a cyclic subgroup generated by a permutation with many cycles of different prime
lengths. Various other partial results appeared at regular intervals, such as that in [5],
where it was shown that if the generating set S contains a permutation of degree at
most 0.33n, then diam(An, S) is polynomially bounded. But no real progress was
made on Babai’s conjecture until a recent breakthrough of Helfgott and Seress [33]:

Theorem 28. We have diam(An) ≤ exp(O((log n)4 log log n)), where the implied
constant is absolute.

This does not quite prove Babai’s conjecture, but it does prove that diam(An)
is “quasipolynomial” (where a quasipolynomial function f(n) is one for which
log f(n) is polynomial in log n), which represents a big step forward. The same
paper also gives a bound of the same magnitude for the diameter of any transitive
subgroup of Sn.
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