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1. Introduction

There is a vast literature on the theory of representations and characters of finite simple
groups. This theory has many diverse applications, and in this article we shall present a
selection of such applications. The choice is heavily skewed by the author’s own research
directions, and the article is by no means a complete survey of all areas of application.

In this introductory section we shall give the background to three general areas where
the character theory of simple groups can be applied. Section 2 contains applications to
these areas in the case where the simple groups in question are alternating groups; and
Section 3 does likewise for the simple groups of Lie type. The sporadic groups do not play
any role in our discussions.

Throughout the article we shall ignore abelian simple groups – so that by a finite simple
group we shall mean a finite non-abelian simple group.

1.1. Application 1: Random generation and representation varieties. The story
begins with a well-known result of Steinberg [55]:

Theorem 1.1. Every finite simple group is 2-generated (i.e. can be generated by 2 ele-
ments).

For alternating groups An (n ≥ 5), it is easy to see that a 3-cycle and a suitable n-
or (n − 1)-cycle form a pair of generators. Steinberg produced a short, elegant proof
for the simple groups of Lie type. Here are his two generators for SLn(q) with n ≥ 3,
q > 3. Let λ be a primitive element of Fq, and let Eij denote the n × n matrix with
1 in the ij-entry and 0’s elsewhere. For α ∈ Fq define x1(α) = I + αE12, and let w =
E12 +E23 + · · ·+En−1,n ±En1, a monomial matrix of determinant 1 corresponding to an
n-cycle in the Weyl group. Then SLn(q) = 〈x, h〉 where

x = x1(λ)w, h = diag(λ−1, λ, 1 . . . , 1).

To see this, observe that y := xhx−1 = x1(λ − 1)h1 with h1 diagonal, and then check
that [y, h] = x1(β) with β 6= 0. This shows that 〈x, h〉 contains root elements x1(β),
and now further conjugations produce many more root elements which are easily seen to
generate SLn(q). For other groups of Lie type, Steinberg’s argument is a general version
of this one, taking h and x1(λ) as diagonal and root elements in an SL2 subgroup, and w
a Coxeter element in the Weyl group. The proof of Theorem 1.1 was actually completed
by Aschbacher and Guralnick in [1], where they checked that all the sporadic groups are
2-generated.

An equivalent way of stating Theorem 1.1 is to say that for any finite simple group G,
there is an epimorphism F2 → G, where F2 denotes the free group of rank 2.

In [10], Dixon showed that not only is the alternating group An 2-generated, it is
randomly 2-generated – that is, if for a finite group G we define P (G) to be the probability
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that two elements chosen uniformly at random generate G, then

P (An)→ 1 as n→∞.

Dixon conjectured that this should hold for all finite simple groups, and his conjecture
was proved in [27, 36]:

Theorem 1.2. Finite simple groups are randomly 2-generated: that is, for finite simple
groups G, we have P (G)→ 1 as |G| → ∞.

Again, we can express this equivalently by saying that for simple groups G,

Prob (random φ ∈ Hom(F2, G) is surjective)→ 1 as |G| → ∞.

There are many refinements of these questions. A very classical one asks: which finite
simple groups are (2, 3)-generated – that is, generated by two elements, of orders 2 and 3?
Equivalently: which simple groups are images of the modular group C2 ∗C3

∼= PSL2(Z)?
There is a great deal of literature on this (for example [49, 43, 57]), but it is far from
completely solved. On the other hand, there is a complete solution of the probabilistic
version of the question. Denote by P2,3(G) the probability that randomly chosen elements
of orders 2 and 3 generate G– that is,

P2,3(G) = Prob (random φ ∈ Hom(C2 ∗ C3, G) is surjective) .

Theorem 1.3. For G simple, as |G| → ∞,

P2,3(G)→

 0, G = 2B2(2a), PSp4(2a), PSp4(3a)
1
2 , G = PSp4(pa), p 6= 2, 3, p prime
1, otherwise.

This was proved in [37] for alternating and classical groups, and in [17] for exceptional
groups of Lie type.

Another classical refinement asks: which finite simple groups are (2, 3, 7)-generated, i.e.
images of the Hurwitz triangle group

T237 = 〈x, y, z : x2 = y3 = z7 = xyz = 1〉.

Conder [5] showed that An is (2, 3, 7)-generated for n ≥ 168, and there is a substantial
literature on the question for groups of Lie type (see [56]). Again, one can pose the
probabilistic version of the question.

We now introduce a definition that encompasses all the above probabilistic questions.
For a finitely generated group Γ and a finite group G, let

PΓ(G) = Prob (random φ ∈ Hom(Γ, G) is surjective) .

Thus P (G) = PF2(G), P2,3(G) = PC2∗C3(G), and so on. We aim to study the behaviour of
PΓ(G) for simple groups G, for various classes of finitely generated groups Γ. To do this,
we need to study representation varieties, which we shall loosely define as spaces of the
form

Hom(Γ, GLn(K)), Hom(Γ, G(q)), Hom(Γ, Sn),

where K is an algebraically closed field, and G(q) denotes a finite group of Lie type over
Fq.

The first step is to estimate the size of the representation variety, and it is here that
character theory becomes a vital tool.

Example: Surface groups Suppose Γ is a 1-relator group:

Γ = 〈x1, . . . , xd : w(x1, . . . , xd) = 1〉.
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Then for a finite group G we have |Hom(Γ, G)| = Nw(1), where Nw : G→ Z is defined as
follows, for z ∈ G:

Nw(z) = |{(g1, . . . , gd) ∈ Gd : w(g1, . . . , gd) = z}|.
Notice that Nw is a class function on G, hence can be expressed as a linear combination
of irreducible characters. For some particularly nice words w, one can work out this
expression explicitly.

For example, consider a surface group of genus g ≥ 2:

Γg = 〈x1, y1, . . . , xg, yg :

g∏
1

[xi, yi] = 1〉. (1.1)

Let G be a finite group, and denote by Irr(G) the set of irreducible characters of G.

Proposition 1.4. For z ∈ G, the number of solutions to the equation
∏g

1[xi, yi] = z is

|G|2g−1
∑

χ∈Irr(G)

1

χ(1)2g−1
χ(z).

In particular,

|Hom(Γg, G)| = |G|2g−1
∑

χ∈Irr(G)

1

χ(1)2g−2
.

This result goes back to Frobenius. We shall give a proof, based on the following basic
result (see [26, 30.4]):

Lemma 1.5. Let C1, C2 be conjugacy classes of G, with representatives c1, c2. Then for
z ∈ G, the number of solutions to the equation x1x2 = z with xi ∈ Ci for i = 1, 2, is

|C1| |C2|
|G|

∑
χ∈Irr(G)

χ(c1)χ(c2)χ(z−1)

χ(1)
.

Corollary 1.6. For z ∈ G, the number of solutions (x, y) ∈ G × G to the equation
[x, y] = z is

|G|
∑

χ∈Irr(G)

χ(z)

χ(1)
.

Proof. Observe that [x, y] = x−1xy. For a conjugacy class C = cG, Lemma 1.5 shows that
the number of solutions to x−1u = z with x ∈ C, u ∈ C−1 is

|C| |C−1|
|G|

∑
χ∈Irr(G)

χ(c)χ(c−1)χ(z−1)

χ(1)
.

For a solution (x, u), there are |CG(x)| elements y such that xy = u. Hence the number
of solutions to [x, y] = z with x ∈ C is

|C|
∑

χ∈Irr(G)

χ(c)χ(c−1)χ(z−1)

χ(1)
.

Now sum over C and use the orthogonality relations: the total number of solutions to
[x, y] = z is ∑

χ

∑
g∈G

χ(g)χ(g−1)

 χ(z−1)

χ(1)
= |G|

∑
χ

χ(z−1)

χ(1)
.

The result follows, since the answer must be real, and χ(z−1) is the complex conjugate of
χ(z). �
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Proof of Proposition 1.4 Let wi = [xi, yi] and let Nwi(z) be the number of solutions
to [xi, yi] = z. Then

Nw1w2(z) =
∑
y∈G

Nw1(y)Nw2(y−1z) = Nw1 ∗Nw2(z),

the convolution of Nw1 and Nw2 . Hence Nw1···wg = Nw1 ∗ · · · ∗Nwg . The value of Nw1(z)
is given by Corollary 1.6. Now the result follows by induction. 2

In Sections 2 and 3 we shall use Proposition 1.4 to estimate |Hom(Γ, G)| for simple
groups G, for surface groups Γ = Γg and other finitely generated groups Γ, and see how
this can be used to study random generation questions.

1.2. Application 2: Random walks. Let G be a finite group with a generating set S.
A random walk on G based on S is defined as follows: start at 1, and at each step move
from g to gs, for s ∈ S chosen according to some probability distribution P on S. For
k ∈ N, let Pk be the probability distribution on G after k steps – that is, for z ∈ G, Pk(z)
is the probability of reaching z after k steps.

The basic question we wish to address is: how quickly (if at all) does Pk become close
to the uniform distribution U on G (where U(g) = 1

|G| for all g ∈ G)? The standard way

to measure this is using the l1-norm

||Pk − U || =
∑
x∈G
|Pk(x)− U(x)|.

Examples Here are a couple of well-known examples, taken from [7], one of the pioneering
works on the subject.

(a) The “drunkard’s walk” on the circle Zp: let p be a large odd positive integer, and
let Zp denote the cyclic group of integers modulo p, with generating set S = {±1}.
Start at X0 = 0, and at each step move from Xk to Xk + 1 or Xk − 1, both with
probability 1

2 . So the question here is: how many steps are required until we know
that Xk is close to being a random number (between 0 and p)?

(b) A card shuffle: suppose we want to shuffle a pack of n cards according to the
following rule. For each shuffle, swap cards i and j, where i, j are chosen uniformly
at random from {1, . . . , n} (possibly i = j). We can regard this as a random walk
on the symmetric group Sn based on the generating set S = {e, (ij) : i 6= j} (here
e is the identity), where the initial probability distribution P is

P (e) =
1

n
, P (ij) =

2

n2
for all i 6= j.

Here the question is: how many shuffles are required to mix the pack?

Character theory is a powerful tool for analysing such random walks, particularly in the
case where the generating set S consists of a single conjugacy class, or union of classes, of
G (as is the case in the above examples). This is usually applied via the following result,
commonly known as the “Upper Bound Lemma” of Diaconis and Shahshahani [8].

Proposition 1.7. Suppose G is generated by a conjugacy class S = xG, and let the initial
probability distribution P on S be uniform. Then for k ≥ 1,

||Pk − U ||2 ≤
∑

1 6=χ∈Irr(G)

(
|χ(x)|
χ(1)

)2k

χ(1)2.

We shall give a proof of this. The proof requires the following elementary generalisation
of Lemma 1.5 and Corollary 1.6.

Lemma 1.8. Let C1, . . . , Cd be conjugacy classes of G, with representatives c1, . . . , cd.
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(i) For z ∈ G, the number of solutions (x1, . . . , xd) ∈ C1 × · · · × Cd to the equation
x1 · · ·xd = z is ∏

|Ci|
|G|

∑
χ∈Irr(G)

χ(c1) · · ·χ(cd)χ(z−1)

χ(1)d−1
.

(ii) Let g ∈ N. The number of solutions to the equation

x1 · · ·xd [a1, b1] · · · [ag, bg] = 1 (xi ∈ Ci, ai, bi ∈ G)

is

|G|2g−1
∏
|Ci|

∑
χ∈Irr(G)

χ(c1) · · ·χ(cd)

χ(1)d−2+2g
.

Proof of Proposition 1.7 Suppose G is generated by S = xG. By definition, Pk(z)
is the probability that x1 · · ·xk = z, for xi ∈ S chosen uniformly at random. Applying
Lemma 1.8(i) with Ci = S for all i, it follows that

Pk(z) =
1

|G|

1 +
∑

16=χ∈Irr(G)

χ(x)kχ(z−1)

χ(1)k−1

 . (1.2)

Hence

||Pk − U ||2 =
(∑

z∈G |Pk(z)− U(z)|
)2

≤ |G|
∑

z |Pk(z)− U(z)|2 (by Cauchy-Schwarz)

= 1
|G|
∑

z

∣∣∣∑χ 6=1
χ(x)kχ(z−1)
χ(1)k−1

∣∣∣2 (by (1.2))

≤ 1
|G|
∑

χ 6=1
|χ(x)|2k
χ(1)2k−2

∑
z |χ(z)|2 (using orthogonality relations)

=
∑

χ 6=1
|χ(x)|2k
χ(1)2k−2 . 2

Examples Here are a few examples illustrating how Proposition 1.7 can be applied. We
will see many more in later sections.

(1) Let n ≥ 5 be odd, let G = An and let x be the n-cycle (12 . . . n) ∈ G. Take S = xG,
a generating set for G. Using the usual notation χλ for irreducible characters of
Sn (where λ is a partition of n), we have

χλ(x) =

{
(−1)t, if λ = (n− t, 1t),
0, otherwise

(see [24, 21.4]). Moreover, χ(n−t,1t)(1) =
(
n−1
t

)
. Therefore, if we ignore details

about restricting characters to An, taking k = 2 in Proposition 1.7 gives

||P2 − U ||2 ≤
n−2∑
t=1

1(
n−1
t

)2 → 0 as n→∞.

(For this argument to be made rigorous we need to work with irreducible characters
of An rather than Sn; for this example, the above can easily be adjusted using [25,
p.67].) Hence for large n, the distribution P2 is close to uniform; in other words,
this random walk is close to uniform after 2 steps. We say the mixing time of the
random walk is 2.

(2) Consider the drunkard’s walk on Zp based on the generating set {±1}, as intro-

duced above. The nontrivial irreducible characters of Zp are χj : ±1 → e±2πij/p,
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for 1 ≤ j ≤ p − 1. In this example the generating set consists of two conjugacy
classes of Zp, so we require an “averaged” version of Proposition 1.7. This gives

||Pk − U ||2 ≤
p−1∑
j=1

(
1

2
(χj(1) + χj(−1))

)2k

=

p−1∑
j=1

(
cos

2πj

p

)2k

.

It is shown in [7, p.26] that the right hand side is less than e−π
2k/2p2 . Hence Pk is

close to uniform when k is of the order of p2. Further analysis in [7] shows that
the mixing time of this random walk is in fact of the order of p2 – that is, p2 steps
are required to generate a random number by this method.

1.3. Application 3: Width questions. Suppose G is a finite group with a generating
set S. For g ∈ G, let l(g) = min (k : g = s1 . . . sk, si ∈ S), and define

width(G,S) = max (l(g) : g ∈ G) .

This is just the diameter of the (directed) Cayley graph of G with respect to S.

There are many interesting questions concerning the width of finite simple groups.
The most famous conjecture in the area is Babai’s conjecture: this states that there is
a constant c such that width(G,S) < (log |G|)c for all non-abelian simple groups G and
generating sets S. There has been spectacular progress on this conjecture (for example
[20, 21, 3, 53]), but character theory does not have much impact, so we shall not go into
this.

The width questions to which character theory can be applied profitably (often via
Lemma 1.8) are those in which the generating set S is a union of conjugacy classes of
G. Below we mention several highlights, which will be considered in more detail in later
sections.

First, the most famous conjecture in this area:

Conjecture 1.9. (Thompson’s Conjecture) Every finite non-abelian simple group G has
a conjugacy class C such that G = C2.

While this has been proved for many simple groups (alternating and sporadic groups,
groups of Lie type over sufficiently large fields [11]), it has remained open for a long time. A
useful substitute, proved in [47, 18], is the following. Denote by G] the set of non-identity
elements of G.

Theorem 1.10. Every finite non-abelian simple group G has conjugacy classes C1, C2

such that G] ⊆ C1C2.

Other generating sets of particular interest that have been considered in the literature
include:

(a) the set S of commutators of a simple group
(b) the set S of involutions.

For both of these, the width is known:

Theorem 1.11. (The Ore Conjecture, [42]) Every element of every finite non-abelian
simple group is a commutator (i.e. the commutator width is 1).

Theorem 1.12. ([45]) Every element of every finite non-abelian simple group is a product
of at most 4 involutions (i.e. the involution width is at most 4).

Interestingly, 4 is a sharp upper bound in this result, as there are infinitely many simple
groups of involution width equal to 4 (see [28]).
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2. Alternating and symmetric groups

In this section we present some applications of character theory to the alternating and
symmetric groups.

2.1. Character degrees. Motivated by the formula in Proposition 1.4, we define a char-
acter theoretic zeta function as follows. For a finite group G, and a real number s, let

ζG(s) =
∑

χ∈Irr(G)

χ(1)−s.

For example, ζG(−2) = |G| and ζG(0) = k(G), the number of conjugacy classes of G.

The next result is [38, 2.6,2.7].

Theorem 2.1. Fix a real number s > 0.

(i) For G = Sn, we have ζG(s) = 2 +O(n−s)→ 2 (as n→∞).
(ii) For G = An, we have ζG(s) = 1 +O(n−s).

The dominant term 2 in part (i) of course comes form the trivial and sign characters of
Sn.

We shall sketch a proof of part (i) of the theorem. As already mentioned we label the
irreducible characters of Sn as χλ for λ = (λ1, λ2, . . .) a partition of n. We shall need the
following very standard facts about these characters (see [25] for example):

(a) If λ′ = (λ′1, λ
′
2, . . .) is the partition conjugate to λ, then χλ

′
(1) = χλ(1).

(b) The degree χλ(1) is equal to the number of standard λ-tableaux, i.e. the number
of ways of filling in a λ-tableau with 1, . . . , n so that the numbers increase along
all rows and columns.

(c) The Hook Formula:

χλ(1) =
n!∏
i,j hij

,

where hij = λi + λ′j + 1− i− j, the ij-hook length.

Proof of Theorem 2.1(i)

Let G = Sn. By the observation (a) above, in proving Theorem 2.1(i) we can restrict
our attention to characters χλ for partitions λ satisfying λ′1 ≤ λ1 (that is, tableaux with
at least as many columns as rows).

Among such partitions, let Λ = {λ : λ1 ≥ 2n
3 }, and for 1 ≤ l ≤ n

3 , define Λl = {λ :
λ1 = n− l}. Then |Λl| = p(l), where p denotes the partition function, and Λ is the union
of the sets Λl together with the partition (n). We claim that

χλ(1) ≥
(
n− l
l

)
for all λ ∈ Λl. (2.1)

To see this, let λ ∈ Λl and let r be the number of rows of λ. Consider the following
procedure. Write the numbers 1, . . . , l in ascending order at the beginning of the first row
of a λ-tableau. Then choose any l of the remaining n−l numbers and arrange them in rows
2, . . . , r of the λ-tableau, increasing along rows and columns. Finally, write the remaining
n− 2l numbers in ascending order along the rest of the first row. This procedure gives a
standard λ-tableau, and can be carried out in at least

(
n−l
l

)
ways, proving (2.1).

Using (2.1) and the bound p(l) < c
√
l

1 (where c1 is an absolute constant), it is straight-
forward to see that ∑

λ∈Λ

χλ(1)−s ≤ 1 +
∑

1≤l≤2n/3

p(l)(
n−l
l

)s = 1 +O(n−s). (2.2)
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Now let ∆ be the set of partitions λ such that λ1 <
2n
3 (and λ′1 ≤ λ1). We claim that

there is an absolute constant c2 > 1 such that

χλ(1) > cn2 for all χ ∈ ∆. (2.3)

To see this, we first count standard λ-tableaux in similar fashion to above, to obtain, for
χλ ∈ ∆,

χλ(1) ≥ max

((
n− λ2

n− λ1

)
, 2λ2−1

)
.

Hence we can assume that λ2 < εn and λ1 ≤ λ2 + εn < 2εn, where ε = 1
8e . Now apply the

Hook Formula. The ij-hook hij = λi + λ′j + 1− i− j ≤ λ1 + λ′1 <
n
4e . Hence

χλ(1) ≥ n!

(n/4e)n
> cn2 ,

proving (2.3). It follows that∑
λ∈∆

χλ(1)−s < p(n) c−ns2 = O(n−s). (2.4)

Theorem 2.1(i) follows from (2.2) and (2.4).

2.2. Random generation. Theorem 2.1 has immediate applications to random genera-
tion properties of alternating and symmetric groups, via Proposition 1.4. For a finitely
generated group Γ, let Homtrans(Γ, Sn) denote the set of homomorphisms Γ→ Sn having
as image a transitive subgroup of Sn.

Theorem 2.2. Let g ≥ 2, and let Γg be the surface group of genus g, as in (1.1). The
following hold:

(i) |Hom(Γg, Sn)| =
(
2 +O(n−(2g−2))

)
(n!)2g−1;

(ii) |Homtrans(Γg, Sn)| =
(
2 +O(n−(2g−2))

)
(n!)2g−1;

(iii) PΓg(An)→ 1 as n→∞.

Part (i) is immediate from Theorem 2.1 and Proposition 1.4. As for (ii), any homomor-
phism Γg → Sn with intransitive image maps Γg to Sk ×Sn−k for some k with 1 ≤ k ≤ n

2 ,
so

|Homintrans(Γg ,Sn)|
|Hom(Γg ,Sn)| ≤

∑[n/2]
k=1

(
n
k

) |Hom(Γg ,Sk×Sn−k)|
|Hom(Γg ,Sn)|

≤ C
∑[n/2]

k=1

(
n
k

) (k!(n−k)!
n!

)2g−1
(C a constant)

= C
∑[n/2]

k=1
1

(nk)
2g−2 = O(n−(2g−2)).

As for (iii): the above shows that Prob(φ ∈ Hom(Γg, Sn) has transitive image) → 1 as
n→∞, and a suitable adjustment in the proof gives the same conclusion for Hom(Γg, An).
We now need to show that the probability that φ has an image that is imprimitive, or
primitive but not equal to An, tends to 0. This is again a counting argument, but is more
complicated – for a proof, see [38, Theorem 1.7].

Corollary 2.3. Given g ≥ 2, there is an integer Ng such that Γg � An for all n ≥ Ng.

We can also deduce the subgroup growth of surface groups – that is, the behaviour of
the function an(Γg) recording the number of subgroups of index n in Γg, for n ∈ N. This
result was first proved in [48, 50].

Corollary 2.4. We have an(Γg) = (n!)2g−2+o(1).
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Proof. It is well known and elementary to see that for a finitely generated group Γ,

an(Γ) =
|Homtrans(Γ, Sn)|

(n− 1)!
.

Hence the result is immediate from Theorem 2.2(ii). �

Naturally, one would like to prove versions of Theorem 2.2 for much wider classes of
finitely generated groups. It turns out that character-theoretic methods are well suited to
handle a much wider class – namely, the Fuchsian groups. Recall that a Fuchsian group is a
discrete group of isometries of the hyperbolic plane. We shall restrict attention to Fuchsian
groups Γ that are co-compact and orientation-preserving; these have nice presentations,
as follows:

generators: a1, b1, . . . , ag, bg, x1, . . . , xd
relations: xm1

1 = · · · = xmd
d = 1,

[a1, b1] · · · [ag, bg]x1 · · ·xd = 1,
(2.5)

where g, d ≥ 0, each mi ≥ 2, and the measure

µ(Γ) := 2g − 2 +
d∑
i=1

(
1− 1

mi

)
> 0.

Examples are surface groups Γg (for which d = 0, g ≥ 2), and triangle groups Tm1m2m3

(which have d = 3, g = 0), where

Tm1m2m3 = 〈x1, x2, x3 : xm1
1 = xm2

2 = xm3
3 = x1x2x3 = 1〉,

and 1
m1

+ 1
m2

+ 1
m3

< 1. The Fuchsian group with smallest possible measure is the Hurwitz

triangle group T237, of measure 1
42 .

The appropriate character-theoretic tool for studying Hom(Γ, G) for Fuchsian groups Γ
(and G a finite group), is Lemma 1.8(ii): this says that if Γ is as in (2.5), and C1, . . . , Cd
are conjugacy classes of elements of orders m1, . . . ,md in G, then

|HomC(Γ, G)| = |G|2g−1
∏
|Ci|

∑
χ∈Irr(G)

χ(c1) · · ·χ(cd)

χ(1)d−2+2g
, (2.6)

where C = (C1, . . . , Cd), ci ∈ Ci, and HomC(Γ, G) is the set of homomorphisms φ : Γ→ G
such that φ(xi) ∈ Ci for all i.

If g ≥ 2 then the character sum in (2.6) is bounded in absolute value by
∑

χ χ(1)−(2g−2) =

ζG(2g−2), so for G = An its behaviour is given by Theorem 2.1(ii). However, for g = 0 or
1, this is not the case, and a much more detailed character-theoretic analysis is required
to bound this sum. In particular, one needs precise information about the character ratios
χ(x)
χ(1) for x ∈ G. For the alternating and symmetric groups, the following result is often a

useful tool in analysing these.

Theorem 2.5. (Murnaghan-Nakayama Rule, [24, 21.1]) Let ρσ ∈ Sn, where ρ is an
r-cycle and σ is a permutation of the remaining n− r points. Then

χλ(ρσ) =
∑
ν

(−1)l(ν)χλ\ν(σ),

where the sum is over all rim r-hooks ν in a λ-tableau.

In the statement, a rim r-hook ν is a connected part of the rim containing r nodes,
which can be removed to leave a proper tableau, denoted by λ\ν. If, moving from right to
left, the rim hook ν starts in row i and finishes in column j, the leg-length l(ν) is defined
to be λ′j − i (the number of nodes below the ij-node in the λ-tableau).
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Examples

(1) Note that the values χλ(x) for x an n-cycle, given in Example (1) after Lemma
1.8, follow immmediately from the Murnaghan-Nakayama Rule.

(2) Using the Murnaghan-Nakayama Rule together with the Hook Formula, one can
get a precise expression for the character ratios of a transposition in Sn:

χλ(12)

χλ(1)
=

1

n(n− 1)

∑
j

(
λ2
j − (2j − 1)λj

)
. (2.7)

Another powerful tool in analysing character ratios for symmetric groups is the following
result of Fomin and Lulov [13].

Theorem 2.6. Fix an integer m ≥ 2. Let n = ma with a ∈ N, and let π ∈ Sn be a
permutation of cycle-shape (ma). Then for any χ ∈ Irr(Sn),

|χ(π)| ≤ χ(1)
1
m · c n

1
2(1− 1

m),

where the constant c depends only on m.

Using the Murnaghan-Nakayama Rule, one can extend this to show that if n = ma+ f
and π ∈ Sn has shape (ma, 1f ), then for any χ ∈ Irr(Sn),

|χ(π)| ≤ χ(1)
1
m · c (2n)

1
2

(f+1). (2.8)

We now demonstrate how this can be used to study the spaces Hom(Γ, Sn) when Γ is a
triangle group.

Proposition 2.7. Let Γ = Tm1m2m3 be a Fuchsian triangle group with measure µ =
1 −

∑ 1
mi

. For i = 1, 2, 3, let Ci be a conjugacy class in Sn with cycle-shape (mai
i , 1

fi),

where the fi are bounded and
∏

sgn(Ci) = 1, and write C = (C1, C2, C3). Then

|HomC(Γ, Sn)| = (n!)2g−1|C1| |C2| |C3| · (2 +O(n−µ)).

Here is a sketch of the proof of the proposition. This amounts to showing that the
character sum in the right hand side of (2.6) is equal to 2 + O(n−µ). To do this we use

(2.8); for ease of exposition we shall ignore the “error term” c (2n)
1
2

(f+1) on the right hand
side of (2.8) – the complete argument can be found in [38, 2.15]. Applying (2.8) then, the
character sum in question is∑

χ∈Irr(Sn)

χ(c1)χ(c2)χ(c3)

χ(1)
≤

∑
χ∈Irr(Sn)

χ(1)
1

m1
+ 1

m2
+ 1

m3

χ(1)
= ζSn(µ),

and now the conclusion follows from Theorem 2.1(i).

Using Stirling’s formula one can show that if m, f are fixed and π ∈ Sn has cycle-shape
(ma, 1f ), then

|πSn | ∼ (n!)1− 1
m · n

f
m
− 1

2(1− 1
m).

Hence Proposition 2.7 yields, for sufficiently large n,

|HomC(Γ, Sn)| ≥ (n!)
2g−1+

∑(
1− 1

mi

)
= (n!)µ+1.

In fact it turns out that this is the correct order of magnitude for all Fuchsian groups ([38,
1.2]):

Theorem 2.8. For any Fuchsian group Γ,

|Hom(Γ, Sn)| = (n!)µ(Γ)+1+o(1),

where o(1) denotes a quantity that tends to 0 as n→∞.
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As for surface groups, these and many further arguments lead to a probabilistic version
([38, 1.7]):

Theorem 2.9. Let Γ be a Fuchsian group. The probability that a random homomorphism
in Homtrans(Γ, An) is an epimorphism tends to 1 as n→∞.

Corollary 2.10. Every Fuchsian group surjects onto all but finitely many alternating
groups.

Corollary 2.10 was a well-known conjecture of Graham Higman, formulated in the 1960s.
Telling contributions were made by Conder and others for triangle groups (e.g. [5, 6])
using Higman’s method of coset diagrams, and the conjecture was finally proved in this
way by Everitt in [12]. The above probabilistic method, based on character theory, was a
completely different approach.

2.3. Random walks. There is a huge literature concerning random walks on the sym-
metric groups, inspired by Diaconis’s pioneering work on card shuffling and his book [7].
As mentioned in Section 1.2, character theoretic methods apply most strongly in cases
where the random walk is based on a generating set that is a union of conjugacy classes.
Here are a couple of examples.

Examples

(1) Fix an integer m ≥ 2. Let n = ma with a ∈ N, and consider the random walk on
An based on the conjugacy class C with cycle-shape (ma) (assuming this class lies
in An). Let Pk be the probability distribution on An after k steps of the walk, so
that by Proposition 1.7,

||Pk − U ||2 ≤
∑

16=χ∈Irr(An)

(
|χ(c)|
χ(1)

)2k

χ(1)2,

where c ∈ C. Applying Theorem 2.6, and once again ignoring the error term (and
also details about restricting Sn-characters to An), this gives

||Pk − U ||2 ≤
∑

16=χ∈Irr(An)

χ(1)
2k
m
−2k+2.

By Theorem 2.1(ii), the right hand side tends to 0 as n→∞, provided k > m
m−1 .

Hence we obtain the result, due to Lulov [44], that the mixing time of this random
walk is 2 if m ≥ 3, and is at most 3 if m = 2. (In fact it is equal to 3 in the latter
case.)

(2) Let us return to the transposition Example (b) at the beginning of Section 1.2.
Here the generating set S = {e, (ij) : i 6= j} is a union of two classes of Sn, with
initial distribution P (e) = 1

n , P (ij) = 2
n2 . For this random walk, the “averaged

version” of the upper bound lemma 1.7 works out as follows:

||Pk − U ||2 ≤
∑

16=χ∈Irr(Sn)

∣∣∣∣ 1n +
n− 1

n

χ(12)

χ(1)

∣∣∣∣2k χ(1)2.

The values of the character ratios χ(12)
χ(1) are given in (2.7). Using all this, Diaconis

and Shahshahani [8] were able to show that there is a positive constant b such that
if k = 1

2n log n + cn with c > 0, then ||Pk − U || < be−2c. As a consequence, the

mixing time of this random walk is at most 1
2n log n, and in fact this is the correct

order of magnitude (also shown in [8]).
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These random walk questions generated a large effort to study character ratios for
symmetric groups. We mention a few highlights. First, a well-known result of Roichman
[54]:

Theorem 2.11. Let x ∈ Sn, and let supp(x) denote the number of points in {1, . . . , n}
that are not fixed by x.

(i) There exist constants b > 0 and 0 < q < 1 such that for any irreducible character
χλ of Sn,

|χλ(x)|
χλ(1)

≤ m(λ)b supp(x),

where m(λ) = max
(
λ1
n ,

λ′1
n , q

)
.

(ii) Let δ > 0 be a constant, and assume that supp(x) < (1 − δ)n and x ∈ An. Then
the mixing time of the random walk on An based on the conjugacy class of x is of
the order of n logn

supp(x) . More precisely, there are postive constants c1, c2 such that the

mixing time is between c1
n logn
supp(x) and c2

n logn
supp(x) .

This was greatly generalised by Müller and Schlage-Puchta in [51], in particular remov-
ing the need for the assumption on supp(x) in (ii), and supplying precise, rather than
unknown, constants. We state their main character-theoretic result [51, Theorem 1]. In
the statement, fix(x) denotes the number of fixed points in {1, . . . , n} of an element x ∈ Sn
(so of course fix(x) = n− supp(x)).

Theorem 2.12. For sufficiently large n, for any non-identity x ∈ Sn and any χλ ∈
Irr(Sn), we have

|χλ(x)| ≤ χ(1)
1− 1−1/(logn)

6t(x) ,

where for 1 ≤ fix(x) ≤ n− 2, ∣∣∣∣t(x)− 2 log n

log(n/fix(x))

∣∣∣∣ ≤ 3,

while t(x) = 2 for fix(x) = 0.

From this result, it is deduced that the mixing time for the corresponding random walk
based on the class of x is between t(x) and 10t(x).

More recently, very strong asymptotic results were obtained by Larsen and Shalev [32].
We state a selection from [32, 1.2–1.4]. In the statement, as before o(1) denotes a quantity
that tends to 0 as n→∞.

Theorem 2.13. Let x ∈ Sn and χ ∈ Irr(Sn).

(i) Fix a positive integer m. If x has at most no(1) cycles of length less than m, then

|χ(x)| ≤ χ(1)
1
m

+o(1).

(ii) Let f = max(fix(x), 1). Then

|χ(x)| ≤ χ(1)
1− log(n/f)

2 logn
+o(1)

.

(iii) Fix α ≤ 1, and suppose the number of cycles of x is at most nα. Then

|χ(x)| ≤ χ(1)α+o(1).

These imply even more precise results on mixing times of random walks than those
mentioned before, and a host of further applications are given in [32].

Based on the above results, it can be said that random walks on the alternating and
symmetric groups based on conjugacy classes are fairly well understood. We shall see in
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the next section that the same cannot be said for the other families of simple groups,
namely the finite groups of Lie type.

3. Groups of Lie type

In this section we shall survey some character theory and applications for the finite
groups of Lie type. Our notation for these is as follows. Let K be an algebraically
closed field of characteristic p > 0, and let Ḡ be a simple algebraic group over K. Let
F be a Frobenius endomorphism of Ḡ such that the fixed point group (ḠF )′ = G(q) is a
quasisimple group of Lie type over Fq, where q = pa. Define the rank of G(q) to be the rank
of the algebraic group Ḡ. For example, we could have Ḡ = SLn(K) and G(q) = SLn(q)
or SUn(q), both of rank n− 1; or Ḡ = PGLn(K) and G(q) = PSLn(q) or PSUn(q).

3.1. Character degrees. We begin with a result about the zeta function ζG(q)(s), defined
at the beginning of Section 2.1. This is taken from [39].

Theorem 3.1. (i) Let G(q) be as above, and let h be the Coxeter number of Ḡ. If
t > 2

h , then

ζG(q)(t)→ 1 as q →∞.
(ii) Fix t > 0. Then there is an integer r(t) such that for groups G = G(q) of rank

r ≥ r(t),
ζG(q)(t)→ 1 as |G| → ∞.

We remind the reader that the Coxeter number h in part (i) satisfies 2
h = r

N , where r

is the rank and N is the number of positive roots in the root system of Ḡ. The bound 2
h

is sharp, as we shall see in the sketch of the proof which follows.

Here is a brief sketch of the proof of part (i) of the theorem. For full details, see [39].
We shall need some of the Deligne-Lusztig theory of irreducible characters of G(q), as
presented in [9]. For convenience of exposition, we exclude the Suzuki and Ree groups
(types 2B2,

2G2,
2F4) from the discussion. Take Ḡ to be of simply connected type of rank

r, and let (Ḡ∗, F ∗) be dual to (Ḡ, F ), as defined in [9, 13.10]. Write (Ḡ∗)F
∗

= G∗. (For
example, if Ḡ = SLn(K) then Ḡ∗ = PGLn(K) and G∗ = PGLn(q).) The irreducible
characters of G(q) = ḠF are partitioned into Lusztig series E(ḠF , (s)), where (s) ranges
over conjugacy classes of semisimple elements s of G∗. The characters in E(ḠF , 1) are
known as the unipotent characters of G(q), and their degrees are known polynomials in q.
There is a bijection ψs from E(ḠF , (s)) to the set of unipotent characters of the centralizer
CG∗(s), and the degree of any character χ ∈ E(ḠF , (s)) is given by

χ(1) = |G∗ : CG∗(s)|p′ · (ψs(χ))(1) (3.1)

(see [9, 13.23,13.24]). We remark also that the number of characters in a Lusztig series
E(ḠF , (s)) is bounded above in terms of the rank r (see [39, 2.1]).

Consider first the contribution of the characters in E(ḠF , (s)) to the zeta function

ζG(q)(t) from regular semisimple classes (s) (i.e. those for which CḠ∗(s) = Tr, a maximal
torus). The number of such classes is of the order of qr, and by (3.1), the degrees of
the characters are |G∗ : TF

∗
r |p′ , which is of the order of qN (where N is the number of

positive roots). Hence the contribution to ζG(q)(t) from these Lusztig series is of the order
of qr · q−Nt. This tends to 0 for t > r

N = 2
h (but not for t ≤ 2

h , showing the sharpness of
the bound in part (i) of the theorem).

Now consider the contribution to ζG(q)(t) from series E(ḠF , (s)) for which CḠ∗(s)
0 =

LTk, where L is semisimple and Tk is a central torus of rank k with 0 ≤ k < r. The
number of such classes is of the order of qk, and |G∗ : CG∗(s)|p′ ∼ qN−NL , where NL is

the number of positive roots in the root system of L. So the contribution to ζG(q)(t) is of
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the order of qk · q−t(N−NL). One now checks that k
N−NL

≤ r
N for all possible L, except of

course for L = Ḡ∗.

Finally, for L = Ḡ∗ we have s = 1 and E(ḠF , (s)) is the set of unipotent characters of

G(q). There are boundedly many of these; the trivial character contributes 1 to ζG(q)(t),
and the contribution of the remaining unipotent characters tends to 0 as q → ∞. This
completes the proof of Theorem 3.1(i). 2

Using the degree formula (3.1), the irreducible characters of G(q) of the smallest few
degrees were determined in [59]. More recently, gap results for degrees have appeared: in
such results, a polynomial f(q) is specified, usually of much larger degree than that of the
smallest nontrivial character, and the irreducible characters of degree less than f(q) are
classified explicitly. See [60] for a survey of such results. Here is an example, taken from
[19, 6.2].

Theorem 3.2. Suppose G = Sp2n(q) with q even and n ≥ 4. There is a collection W of
q + 3 irreducible characters of G such that if 1 6= χ ∈ Irr(G)\W, then

χ(1) ≥ (q2n − 1)(qn−1 − 1)(qn−1 − q2)

2(q4 − 1)
.

The characters in W are well understood: their degrees are all of the order of q2n−1,
and information about their values is given in [19].

3.2. Random generation and representation varieties. Theorem 3.1 has similar
consequences for groups of Lie type as its counterpart 2.1 for symmetric and alternating
groups. First, the analogue of Theorem 2.2:

Theorem 3.3. Let G(q) be a group of fixed Lie type, and let Γg (g ≥ 2) be the surface
group of genus g. Then

(i) |Hom(Γg, G(q))| = (1 + o(1)) |G(q)|2g−1, where o(1) denotes a quantity that tends
to 0 as q →∞;

(ii) PΓg(G(q))→ 1 as q →∞.

This result can be extended to all Fuchsian groups of genus g ≥ 2, but this takes a great
deal of work – indeed, this is the main focus of [40]. As discussed in Section 2.2, the case
of genus g = 0 or 1 is much harder. We shall discuss some results for this case in Section
3.4, but many open questions remain.

For a finitely generated group Γ and an algebraically closed field K, define the repre-
sentation variety Rn,K(Γ) of Γ in dimension n to be

Rn,K(Γ) = Hom(Γ, GLn(K)).

If K has prime characteristic p, q = pa and Fq is the Frobenius endomorphism of GLn(K)

sending matrix entries to their qth powers, then Fq acts naturally on Rn,K(Γ), with fixed

points Rn,K(Γ)Fq = Hom(Γ, GLn(q)). Take Γ = Γg for example; now Theorem 3.1 can be
extended to show that for s ≥ 2,

ζGLn(q)(s) = q − 1 + δ + o(1),

where δ = 1 if (n, s) = (2, 2) and δ = 0 otherwise. As a consequence, Proposition 1.4
implies that

|Hom(Γg, GLn(q))| = (1 + o(1)) qn
2(2g−1)+1.

Now the Lang-Weil theorem [29] implies that the dimension of the variety Rn,K(Γ) is equal

to the degree of the leading term in the order of the fixed point space Rn,K(Γ)Fq , so we
deduce
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Proposition 3.4. For n, g ≥ 2, we have dimRn,K(Γg) = n2(2g − 1) + 1.

This is a nice illustration of the use of methods for finite groups (e.g. character theory)
to deduce results about infinite spaces. More results of this flavour can be found in [40].

3.3. Width. Here we discuss applications of character theory to width questions – specif-
ically Theorems 1.10-1.12 in Section 1.3.

3.3.1. Class width. First we prove a special case of Theorem 1.10; the proof we give has
several of the ingredients of the general proof, which can be found in [47] for many cases,
and is completed in [18].

Theorem 3.5. Let G = PSLn(q) with n ≥ 4, and assume (n, q − 1) = 1. Then G has
conjugacy classes C1, C2 such that G] ⊆ C1C2.

Proof. Note that the assumption (n, q− 1) = 1 is made in order to simplify the exposition
– it ensures that

G = SLn(q) = PGLn(q) = G∗.

Now G has cyclic maximal tori T1 and T2, where

|T1| =
qn − 1

q − 1
, |T2| = qn−1 − 1.

For (n, q) 6= (6, 2), it is well known [61] that qn− 1 has a primitive prime divisor r1 – that
is, r1 is a prime that divides qn−1 but not qi−1 for 1 ≤ i ≤ n−1; similarly qn−1−1 has a
primitive prime divisor r2 (excluding (n− 1, q) = (6, 2)). Ignoring these small exceptions
(which can easily be handled by computation), let xi ∈ Ti have order ri, for i = 1, 2. Then
x1, x2 are regular semisimple elements, and CG(xi) = Ti.

Let Ci = xGi for i = 1, 2. We claim that

G] ⊆ C1C2. (3.2)

By Lemma 1.5, to prove this it is sufficient to establish that for any z ∈ G],

Σ := 1 +
∑

16=χ∈Irr(G)

χ(x1)χ(x2)χ(z−1)

χ(1)
6= 0. (3.3)

First we find which irreducible characters χ satisfy χ(x1)χ(x2) 6= 0. To do this, we use
the fact [18, 3.2] that if x ∈ G is regular semisimple, with CG(x) = T , a maximal torus,
and χ ∈ E(G, (s)) is an irreducible character such that χ(x) 6= 0, then s is conjugate
to an element of the dual torus T ∗ ≤ G∗. Moreoever, |T ∗| = |T |. In our situation, we
have (|T1|, |T2|) = 1. Hence, if χ(x1)χ(x2) 6= 0 then χ ∈ E(G, 1) – in other words, χ is a
unipotent character of G.

Next we apply a result of Brauer [23, 8.17]: if r is a prime and χ ∈ Irr(G) has r-defect

zero (i.e. r does not divide |G|
χ(1)), then χ(x) = 0 whenever x ∈ G has order divisible by r.

Let χ be a unipotent character of G. Brauer’s result implies that if χ(x1)χ(x2) 6= 0,

then χ cannot have defect zero for either of the primes r1 and r2, so r1r2 divides |G|
χ(1) .

Inspecting the list of degrees of unipotent characters of G, which can be found in [4,
p.465], we see that the only such unipotent characters of G are the trivial character and
the Steinberg character St. Thus

χ(x1)χ(x2) 6= 0⇒ χ ∈ {1, St}.
The values of St are given by [4, 6.4.7]:

St(x) =

{
0, if p divides o(x)
±|CG(x)|p, otherwise.
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Now returning to (3.3), it follows that for z ∈ G],

Σ = 1 +
St(x1)St(x2)St(z−1)

St(1)
=

{
1, if p divides o(z)

1± |CG(z)|p
qN

, otherwise.

Hence Σ 6= 0, and therefore G] ⊆ C1C2, as claimed. �

3.3.2. Involution width. The idea of the previous proof was very useful in the proof of
the involution width theorem 1.12 in [45]. We shall not go into any detail, but the basic
strategy is to find classes C1, C2 of a simple group G such that

(a) G] ⊆ C1C2, and
(b) C1, C2 are both strongly real classes.

Here, a class C = xG is strongly real if x is conjugate to its inverse by an involution;
this is equivalent to the property that x is a product of two involutions. Clearly, if (a)
and (b) hold, then every element of G is a product of at most four involutions. The
properties (a) and (b) are established in [45] for some families of groups of Lie type (such
as symplectic and unitary groups), but for other families different methods are used to
bound the involution width.

3.3.3. Commutator width. Although the Ore Conjecture (Theorem 1.11) has been well
covered in several other surveys (see for example [46]), it is hard to resist including a little
material on it here, as it is such a good illustration of the applications of character theory.
The conjecture emerged from a 1951 paper of Ore [52] in which the case of alternating
groups was considered, after which many partial results were obtained, notably those of
Thompson [58] for special linear groups, and of Ellers and Gordeev [11] proving the result
for groups of Lie type over sufficiently large fields Fq (q ≥ 8 suffices). The proof was finally
completed in [42], where groups of Lie type over small fields were handled. One of the
main strategies in [42] was to show that for an element g 6= 1 of a finite simple group G,∑

16=χ∈Irr(G)

|χ(g)|
χ(1)

< 1. (3.4)

It then follows from Corollary 1.6 that g is a commutator in G.

Here we sketch the proof for one family of classical groups over a small field, which
illustrates some aspects of the proof in [42].

Theorem 3.6. For n ≥ 3, every element of the symplectic group Sp2n(2) is a commutator.

Note that of course Sp2(2) and Sp4(2) are non-perfect, so Theorem 3.6 does not apply
to these.

Proof. The argument proceeds by induction. The base cases for the induction are Sp2n(2)
with 3 ≤ n ≤ 6, and these can be handled computationally.

Write G = Sp2n(2). Let g ∈ G, and write g in block-diagonal form

g =


X1 0 · · · 0
0 X2 · · · 0

· · ·
0 0 · · · Xk

 ∈ Sp2n1(2)× · · · × Sp2nk
(2) < G,

where
∑
ni = n, this decomposition being as refined as possible. If each Xi is a commuta-

tor in Sp2ni(2) then g is a commutator in G. Hence induction gives the conclusion except
when either

(1) k = 1, or
(2) one of the factors Sp2ni(2) is Sp2(2) or Sp4(2).
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We call g unbreakable if (1) or (2) holds for every such block-diagonal decomposition of g.
Thus to prove the theorem for this case it suffices to show that every unbreakable element
g of G = Sp2n(2) with n ≥ 7 is a commutator.

The first step is to prove that the unbreakable element g has small centralizer, namely

|CG(g)| < 22n+15.

For example, if g is unipotent its unbreakability means that it can have few Jordan blocks,
and the possiblities for the centralizers of such elements are given by [35, Chapter 7].

Next, Theorem 3.2 shows that there is a collection W of 5 irreducible characters of G
such that

χ(1) ≥ 1

30
(22n − 1)(2n−1 − 1)(2n−1 − 4) for 1 6= χ ∈ Irr(G) \W.

Set

Σ1(g) =
∑
χ∈W

|χ(g)|
χ(1)

, Σ2(g) =
∑

16=χ∈Irr(G)\W

|χ(g)|
χ(1)

.

Letting k(G) denote the number of conjugacy classes of G, it follows from [14, 3.13] that
k(G) ≤ (15.2) · 2n. Also

∑
χ∈Irr(G) |χ(g)|2 = |CG(g)| by the orthogonality relations, from

which the Cauchy-Schwartz inequality implies that∑
χ∈Irr(G)

|χ(g)| ≤ k(G)1/2|CG(g)|1/2.

Plugging all this into the expression defining Σ2(g), we obtain

Σ2(g) <
30
√

15.2 · 2n/2 · |CG(g)|1/2

(22n − 1)(2n−1 − 1)(2n−1 − 4)
<

30
√

15.2 · 2n/2 · 2n+7.5

(22n − 1)(2n−1 − 1)(2n−1 − 4)
< 0.6.

Bounding Σ1(g) depends on some detailed analysis of the values χ(g) for the characters
χ ∈ W, from which one shows that Σ1(g) < 0.2.

Hence Σ1(g)+Σ2(g) < 0.8, which implies that (3.4) holds, and hence g is a commutator,
as required. �

This example gives the flavour of the proof of Theorem 1.11, but it must be said that
other families of classical groups over small fields do not yield as easily as this. Indeed the
unitary groups presented too many technical obstacles to be handled in this fashion, and
a completely different method was used for these in [42].

3.4. Character ratios. For a finite group G, a character ratio is a complex number of the

form χ(x)
χ(1) , where x ∈ G and χ ∈ Irr(G). We have seen powerful results and applications of

character ratios for symmetric groups in Section 2.2, and it is of course desirable to have
similar results for groups of Lie type. These have proved hard to come by, but there has
been some substantial recent progress, which we shall describe in this section.

The first substantial results on character ratios of groups of Lie type were proved by

Gluck. In [15] he showed that |χ(x)
χ(1) | ≤ 3q−

1
2 for all non-central x ∈ G(q) and all nontrivial

χ ∈ Irr(G(q)), and in [16] he proved the following result. In the statement, for an element
x ∈ GL(V ), we write [V, x] for the commutator space of x on V .

Theorem 3.7. Suppose G(q) is a quasisimple classical group, with natural module V of
dimension n, and let d < n be a positive integer. There is a positive number γ = γ(d, q)
such that for any x ∈ G(q) with dim[V, x] ≤ d, and any 1 6= χ ∈ Irr(G(q)),∣∣∣∣χ(x)

χ(1)

∣∣∣∣ < χ(1)−γ/n.
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If we plug this result into the upper bound lemma 1.7, applied to the random walk on
G = G(q) based on the conjugacy class xG, we get

||Pk − U ||2 ≤
∑

16=χ∈Irr(G)

∣∣∣χ(x)
χ(1)

∣∣∣2k χ(1)2

≤
∑

16=χ∈Irr(G) χ(1)−2kγ/nχ(1)2

= ζG
(

2kγ
n − 2

)
− 1.

Now applying Theorem 3.1, we see that for |G| sufficiently large, the mixing time of this
random walk is bounded above by 2γ−1n. Note that this does not give a true linear bound
for the mixing time in all cases, since γ depends on q; but when q and d are fixed and
n→∞, for example, it does give a linear bound.

One would like to prove much more precise results. For example, consider G = PSLn(q)
with n ≥ 3, q ≥ 4. When g ∈ G is a transvection, the width of G with respect to
the class gG is n (see [34]), and the mixing time is also of order n by [22]; whereas if
g = diag(λ, λ−1, Jn−2) ∈ G, where λ 6= ±1 and Jn−2 is a single unipotent Jordan block,
then the width is 2 (see [33, p.265]), and the mixing time is also 2, by [39, 1.8].

What is needed are better character ratio bounds, and we now present a recent such
result from [2]. This applies to a slightly broader class of groups than the quasisimple
groups G(q) considered above – for example, it applies to GLn(q) as well as SLn(q). Let
Ḡ be a connected reductive algebraic group of rank r over an algebraically closed field of
characteristic p > 0, such that the commutator subgroup Ḡ′ is simple, and let G(q) = ḠF

where F is a Frobenius endomorphism of Ḡ. We assume that the characteristic p is good
for Ḡ (meaning that p 6= 2 for types Bn, Cn, Dn; p 6= 2, 3 for exceptional types, and also
p 6= 5 for type E8). We call a Levi subgroup L̄ of Ḡ split if it is an F -stable Levi subgroup
of an F -stable proper parabolic subgroup of Ḡ. If L̄ is not a torus, write L̄unip for the set
of non-identity unipotent elements of L̄, and define

α(L̄) = maxu∈L̄unip

dimuL̄

dimuḠ
.

If L̄ is a torus, define α(L̄) = 0.

Theorem 3.8. Let G = G(q) as above, and suppose x ∈ G is an element such that
CG(x) ≤ L̄F , where L̄ is a split Levi subgroup of Ḡ. Then for any χ ∈ Irr(G),

|χ(x)| ≤ f(r) · χ(1)α(L̄),

where f(r) depends only on the rank r of Ḡ.

Here are some comments on the theorem. First, an example: when G = SL3(q) the
hypothesis on CG(x) holds for all x ∈ G except unipotent elements, and regular semisimple
elments with centralizer a cyclic torus of order q2 + q + 1. For all other elements x ∈ G
the theorem gives |χ(x)| ≤ c χ(1)

1
2 where c is an absolute constant, and the exponent 1

2
here is sharp for many elements x and characters χ.

The exponent α(L̄) is in fact sharp, or close to sharp, in many cases. For example,
[2, 1.3] shows that if G = GLn(q) with q large, then for any split Levi subgroup L̄ of
Ḡ, there is a semisimple element x ∈ G and a unipotent character χ ∈ Irr(G) such that

CG(x) = L̄F and |χ(x)| ≥ 1
4χ(1)α(L̄).

To apply Theorem 3.8 it is important to calculate, or at least bound, the values α(L̄),
and [2] has several results doing this. For Ḡ of exceptional type, the values are computed
explicitly – here they are for type E8:

L̄′ E7 D7 E6, E6A1 D6 A7 rest

α(L̄) 17
29

9
23

11
29

9
29

15
56 ≤ 1

4
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Here is an example of such a computation for classical groups: if Ḡ = GLn(K) and
L̄ = GLn/m(K)m where m is a proper divisor of n, then α(L̄) = 1

m . As a consequence
Theorem 3.8 gives the following result, which can be regarded as a Lie analogue of the
Fomin-Lulov theorem 2.6:

Corollary 3.9. Let G = GLn(q), let m be a proper divisor of n, and let L be a Levi
subgroup of the form GLn/m(q)m. If x ∈ G with CG(x) ≤ L, then for all χ ∈ Irr(G),

|χ(x)| ≤ f(n)χ(1)
1
m .

A drawback of Theorem 3.8 is that it does not apply to all elements of G(q) – for
example, it does not apply to unipotent elements. This is remedied somewhat in [2], at
least for SLn(q) and GLn(q):

Theorem 3.10. Let n ≥ 5 and let G = SLn(q) or GLn(q). Then for any χ ∈ Irr(G) and
any non-central x ∈ G,

|χ(x)| ≤ h(n) · χ(1)1− 1
2n .

Theorem 3.8 has many consequences for random generation, representation varieties,
width questions and random walks, which can be found in [2] and [41]. We conclude with
just a couple of these consequences.

The first concerns random walks and width for exceptional groups of Lie type. This is
part of [2, 1.12], which also has similar results for classical groups.

Proposition 3.11. Let G = G(q) be an exceptional group of Lie type, and suppose x ∈ G
is such that CG(x) ≤ L̄F , where L̄ is a split Levi subgroup of Ḡ. Write C = xG. Then for
large q, the following hold.

(i) The mixing time of the random walk on G based on C is at most 3.
(ii) width(G,C) ≤ 6.

Proof. Write α = α(L̄). For (i), Proposition 1.7 together with Theorem 3.8 give

||Pk − U ||2 ≤
∑

χ 6=1

∣∣∣χ(x)
χ(1)

∣∣∣2k χ(1)2

≤ f(r)2k
∑

χ 6=1 χ(1)2k(α−1)+2

= f(r)2k
(
−1 + ζG(2k(1− α)− 2)

)
,

Consider for example G = E8(q). From the table of α-values given above, we have α ≤ 17
29 .

Taking k = 3, check that 2k(1 − α) − 2 ≥ 6.12
29 − 2 > 2

h holds, where h = 30 is the
Coxeter number of G. Hence the conclusion of (i) holds for type E8 by Theorem 3.1.
Other exceptional types are handled in the same way.

Part (ii) is proved in similar fashion to (i), using Lemma 1.8(i) (with Ci = C for all i)
instead of Proposition 1.7. �

Note that there are classes C for which the bound 3 in Proposition 3.11(i) is sharp –

for example, classes xG for which dimxḠ < 1
2 dim Ḡ.

Finally, here are two consequences of Theorem 3.8 for random generation, taken from
[41, 1.5,1.9].

Theorem 3.12. Let Γ be a Fuchsian group as in (2.5), and define Q to be the set of prime
powers q such that q ≡ 1 mod mi for all i.

(i) Assume µ(Γ) > max
(

2, 1 +
∑ 1

mi

)
. Then there is an integer N(Γ) such that for

any fixed n ≥ N(Γ),

limq→∞, q∈QPΓ(SLn(q)) = 1.
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(ii) Assume (mi, 30) = 1 for all i, and let G(q) be of exceptional Lie type in good
characteristic. Then

limq→∞, q∈QPΓ(G(q)) = 1.

Applying part (ii) with Γ a triangle group, we see that all exceptional groups G(q)
in good characteristic, with q ∈ Q sufficiently large, are images of the triangle group
Tm1m2m3 . Results of this flavour on triangle generation were obtained by completely
different methods in [30, 31].
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