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Abstract. We report on the study of bifurcations of multi-circuit homoclinic loops in two­
parameter families of vector fields in the neighbourhood of a main homoclinic tangency to 
a saddle-focus with characteristic exponents (-). ± iw, y) satisfying the Shil'nikov condition 
'J.ly < 1 ()., ClJ, Y > 0). We prove that one-parameter subfamilies of vector fields transverse to 
the main homoclinic tangency (1) may be tangent to subfamilies with a triple-circuit homoclinic 
loop; (2) may have a tangency of an arbitrarily high order to subfamilies with a multi­
circuit homoclinic loop. These theorems show the high structural instability of one-parameter 
subfamilies of vector fields in the neighbourhood of a hom.oclinic tangency to a Shil'nikov­
type saddle-focus. Implications for nonlinear partial differential equations modelling waves in 
spatially extended systems are brie:8y discussed. 

PACS number: 0545 

1. Introduction 

The classification of vector fields accordiog to lheir topological properties is a major 
preoccupation in lhe lheory of dynamical systems. Many works have been devoted to 
lhe topological description of lhe orbits of families of vector fields such as 

x = XI'(x). (I) 

Early works have shown that hyperbolic systems are structurally stable in lhe sense that 
lhere exists a homeomorphism of phase space which maps lhe orbits of a system X I' onto 
lhe orbits of a perturbed system XI" in lhe neighbourhood of XI' [I]. It was also discovered 
that hyperbolic systems may sustain chaotic dynamical behaviours which have become a 
centra1lheme in natural sciences [2]. 

On lhe olher hand, vector fields may undergo abrupt transitions between different 
dynamical regimes, for instance, through lhe Andronov-Hopf bifurcation or lhe tangent 
bifurcation which provide lhe simplest examples of structural instability. Generic families 
of vector fields undergoing such simple bifurcations were found to be locally topologically 
equivalent to universal families of vector fields which are completely described by a finite 
nwnber of bifurcation parameters [I]. Therefore, a complete topological description is 
available, on lhe one hand for lhe hyperbolic systems and, on lhe olher for lhe simple 
bifurcations. 
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However, it turns out that most dynamical systems are non-hyperbolic and display 
structurally unstable homoclinicities leading to intrinsically complex bifurcations between 
different chaotic dynamical behaviours. A systematic and comprehensive study of 
structurally unstable homoclinic orbits was pioneered and developed by Shil'nikov and 
co-workers since the mid-1960s [3--6]. Today, the methods developed by Shil'nikov and 
co-workers have become essential to our understanding of chaotic attractors both in discrete­
time mappings [7] and in continuous-time systems such as the Lorenz and the Rossler flows 
[8-11]. Of considerable importance in this context is also the work of Newhouse on the 
existence of infinitely many sinks in nonhyperbolic systems [12-14]. 

The present paper is devoted to the problem of the completeness of the description of 
bifurcations near structurally unstable homoclinic orbits. By completeness, we mean the 
possibility of finding a generic family of vector fields depending only on a finite number of 
parameters. The impossibility of complete description of three-dimensional systems with 
homoclinic tangencies was proved in [14] (a similar result has been announced in [15] for 
the general multi-dimensional case). In the present paper, we report a study of this problem 
for homoclinic loops of a saddle-focus stationary point. 

Consider a smooth three-dimensional dynamical system, X, satisfying the following 
conditions: 

(a) X possesses a stationary point 0 of the saddle-focus type; i.e. the characteristic 
exponents VI, V2, V3 of 0 are such that V3 = Y > 0, VI,2 = -J.. ± iw(J.. > 0, w > 0); 

(b) the saddle index p = J.. / y is less than 1. 
The unstable manifold W U of 0 is one-dimensional. The point 0 divides it into two 

branches called separatrices. All orbits of the two-dimensional stable manifold W S have a 
shape of spirals tending to 0 as t --+ +00. We suppose that the following condition is also 
satisfied. 

(c) One of the separatrices (we denote it as r) comes back to 0 as t --+ +00, forming 
a homoclinic loop (figure 1). 

Let us consider a sufficiently small neighbourhood, U, of the loop in the form of a 
solid torus composed by a small neighbourhood, Uo, of the point 0 and a handle UI 
glued to Uo. We are interested in the bifurcations of orbits lying in U. Since systems 
with homoclinic loops of a saddle-focus form surfaces of codimension one in the space of 
dynamical systems, the standard way to study bifurcations of such a system is to include it 

r 

Figure 1. Schematic representation of a homoclinic loop r to a saddle-focus O. 
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within a one-parameter family X/-L where f.J- controls the splitting ofthe loop. The parameter 
f.J- can be defined as the distance between the point of intersection of r with some surface of 
section and the line of intersection of W' with the same surface of section. In this respect, 
the system forms a loop when f.J- = O. 

When f.J- varies, multi-circuit homoc1inic loops can appear, which are orbits coming back 
to 0 after several passages along the handle U!. In a one-parameter family, bifurcations of 
such loops have already been studied in [16-19]. In the present paper, we study bifurcations 
of homo clinic loops in two-parameter families, and we choose the saddle index p as a second 
control parameter. 

This choice is justified by the fact that the structure of the non-wandering set of systems 
with homoc1inic loops of a saddle-focus depends essentially upon the saddle index p [3,4]. 
Systems with different values of p are not topologically equivalent, so that p is a genuine 
bifurcation parameter. Moreover, we shall show that the bifurcations of multi-circuit loops 
in a one-parameter family, X/-L' depend on the value of the saddle index p. 

We start with the bifurcations of double-circuit loops. As shown in [16], the region 
f.J- > O--which corresponds to the inward splitting of the loop--possesses a countable set 
of smooth curves L'l(a = 0,1) of the form f.J- = .0a(p) rv exp[_2:p (j - !;:a)] which 
correspond to the existence of double-circuit loops rj (where the index j means that the 
loop circles j times around 0, see figure 2). In the cases where p is close to 1 and to 0 
(the last case corresponding to a pair of pure imaginary characteristic exponents of 0) the 
behaviour of the curves L'l was studied in [20,21] (see also [22]). It turns out that L} and 

LJ merge at some value p = pj (the greater j, the closer pj is to 1). On the other hand, 

LJ and LJ have different terminating points at p = 0 (figure 3). 
We see that if p lies between 0 and 1, the sequence of bifurcations of double-circuit 

loops is the same for all the values of p in ]0, 1[. However, this property does not extend 
to the triple-circuit loops. We show that for sufficiently large j, in the region bounded by 
LJ+! and L} there exist smooth curves L'lk' a = 0, 1, corresponding to the existence of 

j ROUNDS 

Figure 2. Double-circuit homoclinic loop fj to the saddle-focus O. The integer j denotes the 
number of rounds during the intermediate passage around O. 
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Figure 3. Bifurcation diagram of the double-circuit homoclinic loops rj in the parameter plane 
(J,L, p). Lj with IX = 0, 1 are the lines where the double-circuit homocliuic tangencies occur. 

k ROUNDS 
j ROUNDS 

Figure 4. Triple-circuit homoc1inic loop rjk to the saddle-focus O. The integers j and k denote 
the numbers of rounds during the first and second intermediate passages around O. 

triple-circuit loops r jk ; i.e. loops which start from 0, pass along the handle U" circle j 
times around 0, pass along U1 again, circle k times around 0, pass along U1 once more 
to finally reach ° (figure 4). Each of these bifurcation curves lies entirely at the left-hand 
side of a vertical line at some value p = Pjka' where a tangency occurs (figure 5). The 
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~--~------~----------------~~p 

Figure 5. Bifurcation diagram of the triple-circuit homoclinic loops rjk in the parameter plane 
(j.L, p). VA with a = 0, 1 are the lines where the triple-circuit homoclinic tangencies occur. 
Pjka are the critical parameter values where the curves VA terminate as parameter p increases. 

following asymptotic behaviours hold 

* k [* CX] I Pjkrx = ] + r(Pjkrx) - 2 ] + ... forj>k (2) 

and, when j < k, 

* j [* CX] I Pjkrx = k _ 1, + r(Pjkrx) + 2 k + ... 
2 

for j < k (3) 

where rep) is a smooth function determined by the system at IL = 0 (see equation (26) 
below). These implicit equations admit solutions when j and k are large enough such that 
~, or respectively i, remain separated from 0 and 1. 
J Therefore, the following picture emerges within any given small segment 0 < PI < P < 
P2 < 1: in any strip between L J + I and L J, there is a finite number of curves VA consisting 
of two components which are either 'parallel' to the p-axis or are connected together and 
have a parabola-like shape. 

The number of curves of both types grows linearly with the integer j. The set {Pjkrx} 
taken for j, k large enough is a dense set in the segment [0, 1]. Therefore, we have 

Theorem 1. Let XI" be a one-parameter subfamily ofXI",p with the curve {(IL, p) Ip = ({J(IL)} 
being transverse to the line IL = O. There exists a small variation P = ({J (IL) + I) which makes 
XI" to be tangent to some line of existence of a triple-circuit homoclinic loop. 

When multi-circuit homoc1inic loops are considered, the structure of the corresponding 
set of bifurcation curves becomes more complicated in the plane (IL, p). Indeed, folded 
lines of nine-circuit loops accumulate at the lines of triple-circuit loops in a way similar 
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Figure 6. Formation of a cubic tangency between a one-parameter family of vector fields 
transverse to Jl, = 0 and a line of nine-circuit homoclinic tangency. 

to the accumulation of the folded (parabola-like) lines of triple-circuit at the line of single­
circuit loops (J,L = 0). It is geometrically evident (see figure 6) that any curve transverse to 
J,L = 0 can be varied (in a more general way than in theorem 1) in order to achieve a cubic 
tangency with some of these lines of nine-circuit loops. 

Actually, the following general statement holds: 

Theorem 2. Consider a one-parameter subfamily of vector fields, X/l-,p with p = rp(J,L), 
which is transverse to the line J,L = 0 in the plane (p, J,L). Then, a small smooth perturbation 
of the curve p = rp (J,L) may have a tangency of an arbitrarily high order with some of the 
lines of existence of homoclinic loops. 

This theorem shows the arbitrarily high structural instability of one-parameter families of 
vector fields near homoclinic loops of a saddle-focus. As discussed below, this result turns 
out to have interesting consequences for nonlinear partial differential equations modelling 
travelling waves in spatially extended systems. 

The paper is arranged as follows. In section 2, the homoclinic flow is reduced to a 
Poincare map. The double circuit loops are analysed in section 3. Section 4 contains the 
study of the triple-circuit loops and the proof of theorem 1. We proceed to the study of 
multi-circuit loops and to the proof of theorem 2 in section 5. We conclude with some 
remarks in section 6. 

2. The construction of the Poincare map 

Now, we proceed to the proof of the results presented above. The first step is to reduce the 
problem to the study of the Poincare map. To construct this map we first note that, near 
the saddle-focus, the system X/l-,P can be written in the following form [23,24]: 

x = -AX - wy + O[(x2 + y2)Z] 

Y = +WX - AY + O[(x2 + y2)Z] 

Z = yz. 

(4) 



x 
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Figure 7. Geometric construction in the phase space (x, y, z) of 
the Poincare map T : n+ -+ n- -+ n+ generated by the flow 
near the homoclinic loop r. 

In these coordinates, the stable manifold coincides locally with the plane z = ° and the 
unstable manifold with the axis x = Y = 0. We chose these coordinates because it is known 
[23,24] that the solutions of the system behave near 0 as if the system was locally linear. 
Thus, the solution starting from the point (xo, Yo, zo) at t = ° can be written in the form 

x(t) = e-M[xo cos(wt) - Yo sin(wt)] + o(e-M
) 

y(t) = e-M[yO cos(wt) + Xo sin(wt)] + o(e-M
) (5) 

z(t) = eyt 
ZOo 

When f.1, = 0, the orbit r intersects the semi-axis x = 0, y > ° in a countable set 
of points. We choose one of these points M+ (0, y+, 0) and consider a two-dimensional 
cross-section n+{(x, y, z)lx = 0, Iy - y+1 ~ EO, ° ~ Z ~ EO}. We choose another point 
M- (0, 0, z-) on Wl~c' with z- > 0, and consider another two-dimensional cross-section 
n-{(x, y, z)lIxl ~ 101, Iyl ~ 101, z = z-} (figure 7). 

If EO and El are small enough, then the orbits of the system generate a map To : n+ --+ 
n-. According to (5), this map can be written as 

+ { Xl = -e-MOyO sin(wto) + o(e-MO ) 
To: n --+ n-

Yl = e-MOyo cos(wto) + o(e-MO ) 
(6) 

where to is the time of flight from the point (0, Yo, zo) E n+ to the point (Xl, Yl, z-) E n-. 
This time can be found from the last equation in (5): 

z- = eytozo 

1 Zo 
to = --In-. 

Y Z-

After the rescaling (x --+ xy+, Y --+ yy+, Z --+ zz-), we obtain 

To : n+ --+ n- Y 
{

Xl = YOZ~ sin (~ In zo) + o(z~) 

Yl = YOZ~ cos (~lnZo) + o(z~). 
(7) 

The orbits passing inside the handle U l generate another map Tl : n- --+ n+. Since 
the time of flight is bounded for the map Tl , this map is a diffeomorphism and can be 
written (in the rescaled coordinates) as 

Tl : n- --+ n+ 
{

Yo - 1 = aXI + bYI + ... 
Zo = f.1, + eXI + dYI + ... 

(8) 
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where 

det (: :) # o. 

The Poincare map T == T, To : n+ --> n+ can now be defined. Combining equations (7) 
and (8), we obtain 

+ + {YO = I + Ayoz~ cos(r! Inzo + Vr) + o(z~) 
T:n -->n 

zo = '" - Byoz~ sin(r!lnzo +t/» + o(z~) 
(9) 

where r! = w/y, A = ./a2 +b2 , B = ./c2+d2, cosvr = bfA, sinVr -a/A, 
cost/> = -c/B, sint/> = -d/B. After the rescaling (z --> ze-'''''', A --> Ae-P<l''', 
B --> Be(l-p)",,,, '" --> ",e<l''') and omitting the lower indices, we finally obtain the 
following expression for the Poincare map: 

+ + {Y = 1+ AyzP cos(r! Inz + 0) + o(zP) 
T:n -->n z = '" - ByzP siner! In z) + o(zP) 

(10) 

where A # 0, B # 0, 0 = vr - rp, cos 0 # o. 

3. The douhle-cin:uit loops 

Accordiog to equation (8), the separatrix r intersects n+ at the point: M+<!L) = (0, I, "'). 
The next point of intersection (Le. the point T M+ <!L» has the coordinates 

{ 
y = I + A",p cos(r! In '" + 0) + o(",P) 

z = '" - B",p siner! In",) + o(",P). (11) 

The condition of existence of a double-circuit homoclinic loop is T M+ E W,~,; i.e. z = O. 
It follows from equation (11) that the bifurcation set corresponding to the existeoce of 
double-circuit loops is defined by the equation 

(12) 

To isolate its solutions, we assume 

or 

(13) 

where j is an integer (large eoough since", should be small), and ~ belongs to the interval 
[-~, 3n. Equation (12) is rewritteo as 

. 1 2IfJ(l ) ~l_p 211'1(1) 
sm~ = lie-o -P e' 0 + o[e-o -P J. (14) 

Since p < I, the quantity e-W(1-p) is small wheo j is large. Hence, equation (14) has 
exactly two solutions on the interval _ ~ " ~ < 3;: 

1 ~(1 ):rr!=E: go = 1f - -e- g -P e c + ... 
B 

I "'1(1 ) ~, = -e-o -P + .... 
B 
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Substituting these expressions into equation (13), we find that an infinite series of bifurcation 
curves {L J, L J} corresponds to the existence of double-<:ircuit loops: 

o "'1 K [ I "'1(1) H J L .. f.J. = e-gea 1- -e-g -P eng + ... 
J' BQ 

L! : /L = e-~ [I + _I_e-~(l-P) + ... J . 
] BQ 

(15) 

Note that, in the region bounded by LJ and LJ (the shaded regions in figure 5), the 
system X",.P does not have homoclinic loops since here z < 0 (see equation (ll)) which 
means that the separatrix r passes below Wl~' and leaves U after the first passage along 
U1• On the other hand, there is a complicated set of bifurcation curves of triple- and higher 
multi-circuit loops between LJ+l and LJ, as shown below. 

4. The triple-cin:uit loops 

A triple-circuit loop intersects rr+ at the three points: M+ = (0, I, ,.,,), T M+ = (0, n, z) 
and T2M+ = (0, Y2, 0) E Wt,.,. From equation (10), we have 

Yl = 1+ A,."p cos(Q In,." + 0) + o(f1,P) 

z =,." - B,."p sin(Q In,.,,) + o(,."P) 

0= ,." - BzP sin(Q Inz) + o(zP). 

Expressing Yl by the first equation, we arrive at the following equations determining the 
bifurcation curves of triple-circuit loops 

{ 
z =,." - B,."p sin(Q In,.,,) + o(,."P) 

(16) 
,." = BzPsin(Qlnz) +o(zP). 

We study these equations by means of the following assumption 

QIn,." = -2rrj +~ 

Qlnz = -2rrk+~ 

3rr rr 
where --S::"<-2 ~. 2 

where 0 .;; ~ < 2rr 
(17) 

which is similar to the assumption we used while studying double-circuit loops in the 
previous section. We choose the interval [- 'f, ~ [ to be the range of ~ since we are 
interested in the values of,." lying between LJ+l and LJ (see equation (15)). Equations (16) 
take the form 

sin~ = ~ (e-,""jl"e~/" - e-2"I"e'I")e,""jpl"e-p~/" + ... 
B 

sin~ = ~e'lf(P'-j)e(~-PO)I" + ... 
B 

(18) 

where the dots stand for higher-order terms. 
There are three different cases: (I) j = k, (2) j > k, and (3) j < k; we consider them 

separately. 

Case 1. When j = k, the system (18) can be written in the form 

sin~ = ~e-W(1-P)(eh - eA)e-1f + ... 
B 

. 1 'bri(1 ) t-p~ sm" = -e-g -P e----g- + .... 
B 

(19) 
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Since 0 .;; ~ < 271', the second equation in (19) has exactly two solutions: 

I ".. '(I )/n 'In 110 = - e- J -P eo;; + ... 
B 

1 2.7r "(I )/0. t-pg 111 = rr - -e- J -P e-----g- + ... 
B 

for any ~ E [- 'f, H and integer j large enough. 
Let us substitute ~ = ~o in the first equation of (19). We have 

· I ""(I ) [ , I ""(1)' ]" sm~ = Jje- c -P en - 1 - BQ e- g -P en - ... e- g . 

This equation has two solutions in the interval [- 'f, H: 
~oo = __ I_e- 4nj(l-p)/C + ... 

B2Q 

~Ol - -71' + ~e-""j(l-P)/Il(1 - e-H/Il)ePHln + ... - B . 

Assuming ~ = ~1 we arrive at an equation similar to (20) 

· I ""(I ) {. • [ I ""(1) .-~ ]}" smg = je-C -P eD - ec 1- Bge-C -p e-----a- - ... e- g 

which has also two solutions: 

~1O = _~e-""j(l-P)/Il (eH/Il - I) + ... 
B 

~1l = -71' + ~e-""j(l-P)/Il(e'HIC - l)e-(l-p)HI" + .... 
B 

(20) 

When j = k, the corresponding bifurcation set therefore consists of four branches for 
each integer j large enough. These four branches are given by the equation 

Case 2. When j > k, the system (18) can be rewritten as 

1 2n"(k ") '1-pt 2!rco k) t-" 
sin~ = --e-" -Pi e"[\- e-"}- e-'-] + ... 

B (21) 
· 1 'brU k) t-p'f sm" = lie-1f -p e----g- + .... 

Note that the value (j - pk) is very large since 0 < p < I and k < j, so that the coefficient 
e-'!iV-pk) is very small. Therefore, the second equation in (21) can be resolved with respect 
to ~: 

I '" ( , ') , 710 = -e-g j-P eo + ... 
B 

1 be k) t-pg 711 = rr - -e-a 1-P e~ + .... 
B 

(22) 

Let us substitute ~ = ~o in the first equation in (21). We obtain 

elf sin~ = -C(p,~) (23) 

where 

C(p,~) = ~e-'!i(k-Pj)[1 - e-'!iV-k)eA] + ... > O. (24) 
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When C is close to zero «k-pj) is large), equatioo (23) has two solutions corresponding 
to the two branches of the bifurcation curve LJ. while the equation has no solutions when 
C is large. The solutions merge at some intermediate value of C which corresponds to the 
case where k is close to pj. Since we suppose j and k to be very large, it means that (j -k) 
is very large in this case. Thus, the graph of the function C($) is close to the straight line 

C($) = ~e-'II(k-Pj) (25) 
B 

at the moment of merging. Therefore, the solutions merge near the minimum point 
$* = - arctan ~ of the right-hand side of (23). The corresponding value of p can be 
found with substituting $ = $' in (23) and, after simple calculations, we obtain 

where 

, k T 
P=Pj,o=-;+-o+'" 

J J 

T = ~ (Oln BO parctan~p). 
2lf ,102 + p2 

(26) 

This value of p corresponds to the merging of the two branches /1-1,2 = e-"(,' e '~' of the 
curve LJ., where the curve has a vertical tangent. 

Analogously, one can find that the curve Li. defined by the first equation in (21) at 
~ = ~J, has a vertical tangent at 

k T_1 
P = Pjk1 = -; + --. _2 + .... 

J J 
Case 3, To complete the bifurcation diagram for triple-circuit loops we have still to consider 
the case j < k. Here, the system (IS) is rewritten as 

1 2;ri(} ) W-p) 2lrCk ") ,,-t sin$ = -e-o -p e-o-[I- e-. -} e-oJ + ... 
B 

1 '" (j ') '='" sin" = -e-g -P e c + .... 
B 

The first equation always has two solutions in the interval [_ 3; , ~ [: 

1 27fj (1 ) ,,(I-p) 2Ir (k ') Jt+>t $1 = -If - Iie-o -P e--o- [1- e-. -} e"J + .... 

These solutions define the bifurcation curves LJ. and Lik' respectively. 

calculate that LJk has a vertical tangency at 

and Lik at 

'" j t' P=PjkO=--1 +-+ ... 
k- 2 k 

. + 1 
'" J t':2 

P = Pj.1 = k - 1 + -k- + .... 
2 

(27) 

(2S) 

It is easy to 

We have obtained a complete description of the bifurcatioo set corresponding to triple­
circuit loops. Theorem 1 presented in the introduction is a direct consequence of our 
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considerations: for anyone-parameter family P = rp(p,) and for arbitrarily small 8 > 0 
there exist large enough integers j and k such that the curve LJ. intersects the curve 
P = rp(/L) and does not intersect the curve P = rp(/L) + 8 (given that pj .. E]rp(O), rp(O) +6[) 
which implies that LJ. have a tangency with the curve P = rp(p,) + 8' for some 8' E]O, 8[. 

S. The multi-drcuit loops 

We have seen in the previous section that anyone-parameter family transverse to the line 
of sing!e..,ircuit loops can be made tangential to some line of triple-circuit loops by an 
arbitrarily small smooth perturbation. Before going further, we consider what happens 
under small perturbations of a one-parameter family which is non-transverse to the line of 
single-circuit loops. 

Lemma. Let a smooth one-parameter family /L = !/I(p) have a tangency of oroer (n - I) 
with the line /L = 0 of single-circuit loops at some point p = Po. Then, by an arbitrarily 
small smooth perturbation of the jimction !/I, the family can be made tangential to some line 
of triple-circuit loops and the tangency is of oroer n. 

Proof. Near the point (p = Po, /L = 0), the family under consideration can be written in 
the form 

/L = (p - Po)" + o(p - Po)". 

We consider the following perturbed family 
"-2 

/L = L Ej (p - Po - 8)j + (p - Po - 6)" + o(p - Po)" (29) 
j=lJ 

where 6 and Ej, j = 0, ... , n - 2, are small values which should be determined. 
Let {km, jm) be a sequence of pairs of integers such that jm -> 00, km -> 00, ~ -> Po 

as m -> 00. Then, as it follows from the previous section, there exists in the paramcler plane 
a set of points {Pm, /Lm), Pm -> Po, /L -> 0, such that a line of existence of a triple-circuit 
loop rjm" have a vertical tangency at the point {Pm, /Lm). We infer from equation (23) that, 
near the point of tangency, the equation of fuis line is written in the form 

km r - Do(~ _ ~')2 + ... 
p=-;-+ . (30) 

1m 1m 

where the variable ~ is connected with /L by equation (17), ~' = - arctan ~ is the minimum 

point of the function e'/le sin ~, Do is some positive constant, and the dots denote terms 
smaller than those explicitly written down. 

We intend to deal with a small neighbourhood of the point (p = Po, /L = 0) which 
means that jm should be large enough, and also with a small neighbourhood of the top of 
parabola L t'm which means that ~ is close to ~'. In this respect, let us make a change of 
variables 

p = Po +8 +,8v 

where a and ,8 are small scaling parameters. Equations (30) and (29) now take the form 

,8v = (km _ Po _ H ~) _ Do (au)2 + 0 (01
2

) 
1m 1m 1m 1m 

(31) 

"-2 

~e -"'1'1 .... u[1 + 0(01)] = (EO - e -"'1'1 .... ) + L Ej(,8V)j + (,8v)" + 0(,8"). 
f! j~l 

(32) 
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Assume 

a -2Irim+t· {In -e g = 
fI 

or, equivalently, 

/32n-l = ~ff--2IrJ;:+t. a2n-1 = Um)n e -2IrJ;:+t· 
fl2 Do flDo 

with 01 ~ 0 and {l ~ 0 as m ~ 00. As a consequence, equations (31) and (32) take the 
form 

v=6.-u2 + ... 
n-2 

U = L Ejvi + vn + ... 
j=O 

(33) 

(34) 

where 6. and Ej are rescaled parameters which are no longer small and can take arbitrary 
values; the dots denote terms which tends to zero as 01 and {l tend to zero, i.e. these terms 
can be made as small as necessary for jm large enough. Our aim is now to find the values 
of 6. and Ej for which the curves defined in the plane (u, v) by equations (33) and (34) 
have a tangency of order n for some (u = u*, v = vOl. 

The condition of the tangency is 

v* = 6. - p2(v*) + ... 
1= -2P(v*)P'(v*) + ... 
0= -P(v*)P"(v*) - [P'(v*»), + ... 

dn p2 
0= ---(vOl + ... 

dvn 

where P (v) = L.'j~~ Ej v j + vn • It is easy to find from this equation that 

P'(v*) = -1/[2P(v*)] + ... 
P"(v*) = -1/{4[P(v*)]3} + ... 

pU)(v*) = _o"j/[P(v*»),j-l + ... 

p(n)(v*) = -un/[P(V*)]2n-l + ... 
where Uj are positive constants. We use the identity 

(35) 

(36) 

1 
P(v) = P(v*) + P'(v*)(v - v*) + ... + _p(n)(v*)(v - v*)n (37) 

n! 
valid for any polynomial of degree n. Since the coefficient of vn is equal to 1 and the 
coefficient of vn- 1 to 0 for the present polynomial P(v), it follows from equation (37) that 

p(n)(v*) = n! 

p(n-l)(v*) = v* p(n)(v*). 

Now, we deduce from the last equation of (36) that 

(
" )1/(2n-l) 

P(v*) = - n~ + ... 

(38) 

(39) 
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and we can similarly calculate the values of the derivatives pU)(v') from equations (36). 
Thereafter, the required values of the parameters Ej are obtained from identity (37). The 
last step is to find the value v' from equation (39) and, then, to calculate A from the first 
equation of (35). 

Accordingly, we have the parameter values for which conditions (35) are satisfied. 
Retumiog to the non-rescaled variables, we obtain the values of OJ and 6 for which the 
curve (29) has a tangency of the nth order with the curve LJ ... , which proves the lemma. 

At this stage, we are prepared to prove theorem 2 of this paper. Consider an arbitrary 
one-parameter family transverse to the line of single-circuit loops. By a smaIl pertorbation, 
we can obtain a tangency with some line C of some triple-circuit loop r'. We assume that 
the point of tangency, M, does not coincide with the point where C has a vertical tangency: 
if it did happen we could avoid this coincidence by slightly pertorbing the one-parameter 
family in order to move the point M along C. Therefore, we can assume that, near M, the 
value p changes monotouically along C. 

Consider a smaIl neighbourhood of M in the parameter pIane and take the loop r' as the 
initial single-circuit loop. Then, due to the lemma, there exists a smaIl pertorbation under 
which our one-parameter family have a cubic tangency with some curve of homoclinic 
loops which are triple-circuit with respect to r' or nine-circuit with respect to the loop r. 
Applying the lemma again, we can obtain (by small pertorbation of the family) a tangency 
of third order with a line of 27 -circuit loops. Continuing this inductive reasoning, we obtain 
a tangency of order n with a line of 3"-circuit loops, which ends the proof of theorem 2. 

6. Concluding remarks 

In this paper, we showed the high structural instability of one-parameter families of vector 
fields near homoclinic loops to a saddle-focus. Some comments are now in order about the 
consequences of these results. 

It was proved elsewhere [23] that the values of p for which the system has a structorally 
unstable Poincare homoclinic curve at /-' = 0 are deuse. This implies, in agreement with 
[14], that the bifurcations of the periodic orbits belonging to the neighbourhood U of the 
homoclinic loop canoot be completely studied in any fiuite-parameter family. This result 
showed a fundamental incompleteness in the topological description of periodic orbits in the 
vicinity of structurally unstable homoclinic orbits. A complementary aspect of this result is 
provided by theorem 2 of the present paper, which suggests that the complete description 
of the structure of the bifurcation set corresponding to multi-circuit homoclinic loops to a 
saddle-focus can never be achieved with a fiuite number of parameters. 

Theorems I and 2 can also be applied to the theory of noulinear partial differential 
equations modelling travelling waves in spatially extended systems. Let us imagine that 
X~,p is a family of ordinsry differential equations describing the plane travelling waves 
of some distributed system in a frame moving with the wavefront; /-' is the wave velocity 
while p is an internal parameter of the system. Let the saddle-focus 0 be at the origin. It is 
known that homoclinic loops correspond to self-localized waves in such systems [17-19]. 
Suppose that the system has such a wave and that conditions A-C of the introduction are 
fulfilled for some parameter value /-' = /-'0. It follows from theorem I that bifurcations 
generating 'three-pulsed' self-localized travelling waves occur for arbitrary small variations 
of p in this system. In torn, theorem 2 implies that the complete description of bifurcations 
of pIane self-localized waves is impossible in systems of such kind. 
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