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Abstract

In this thesis we shall be considering a variety of problems set in the complex plane

whose common feature is that they involve domains of finite multiple connectivity.

We choose to focus on a particular canonical class of domains, namely circular

domains. We extend our results to more general domains using conformal mappings.

Results are derived for these circular domains by using the theory of Schottky groups.

Problems we consider include the construction of automorphic functions, Green’s

functions, and conformal mappings from circular domains to other commonly studied

canonical domains. The abstract function-theoretic results we derive are applied to

a number of physical problems of fluid dynamics.
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C H A P T E R 1

Function theory of planar

multiply connected domains.

In this first chapter we shall introduce the general ideas of function theory which we

shall use in all subsequent chapters.

1.1 Canonical domains.

In this thesis we shall be considering a variety of problems set in the complex plane

whose common feature is that they involve domains of finite multiple connectivity. A

common approach when solving such problems is to first focus on some “canonical”

domain characterized by simple geometries which simplify the problem to be solved,

and then to make the extension to more general domains using conformal mapping

theory. This of course relies on there existing a conformal map to the general domain

from the canonical domain chosen. We shall say that two domains are of the same

conformal class if there exists a conformal mapping which maps one onto the other in

a “one-to-one” manner. We shall also refer to two such domains as being conformally

equivalent.

Any domain of connectivity N ≥ 1 is conformally equivalent only to domains of

the same connectivity, [54]. In the case N = 1, the Riemann mapping theorem [1]

states that in fact all simply connected domains are conformally equivalent to one

another. Therefore, we may choose just one particular simply connected domain as

a model for all others. A natural choice is the unit disc. However, for N > 1, not

all domains of connectivity N are of the same conformal class [54], and thus in this

case there is no single N -connected domain to which all other N -connected domains

are conformally equivalent.
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Fig. 1.1: Schematic of a multiply connected circular domain Dζ consisting of the
region bounded by the circle C0 of unit radius centred on the origin, and circles
C1, C2, C3 in the interior of C0.

1.1.1 Circular domains.

There are in fact a number of commonly studied varieties of canonical multiply

connected domains, see [54], [62], [37] for example. Each has different characteristics

which may make it more suitable than others in a particular context. The variety we

shall focus on are ones whose boundaries are all circles. Such domains are referred

to as circular domains. It is in fact true that for N ≥ 1, every N -connected

domain can be mapped with a one-to-one conformal map onto a circular domain.

(This result was proved by Koebe and details of the proof can be found in [37].) In

particular we may consider a (N + 1)-connected circular domain Dζ consisting of

the region bounded by a circle C0 of unit radius centred on the origin, and N other

circles C1, ..., CN in the interior of C0. For i = 1, ..., N we label the centre and radius

of Ci as δi and qi respectively. A schematic in the case N = 3 is shown in figure 1.1.

Many of the other common varieties of canonical domains have boundaries which are

not Jordan curves but “slits”, i.e. finite line segments. However, we choose to work

primarily with circular domains firstly because of their greater geometrical simplicity,

but secondly because associated with domains bounded by Jordan curves (of which

these circular domains are of course a special case) there is a theory of functions

9



developed by Schottky and Klein which we shall exploit to derive the main results

of the thesis. This theory shall be described shortly. Note however that in chapter

4 we shall in fact discuss how to conformally map our chosen circular domains onto

other commonly studied canonical domains.

Before proceeding, for clarity we shall briefly make the following remarks. Often we

will want to study the effect of say, a transformation T on a set of points S perhaps

representing a domain or a line. We denote by T (S) the set of points which is the

image of S under T . When considering compositions of transformations we write

say T1T2 to denote the composition of first applying T2 and then applying T1. We

shall sometimes refer to a composition of maps as a product and to the maps in the

composition as factors. We shall also use terminology such as the right- and left-hand

ends of a composition, where this is meant in the obvious sense. So for example, the

right-most map in a composition is the map applied first, while the left-most map

is the map applied last. We use exponent notation, writing for example T−1 for the

inverse of T , and T 2(ζ) for the composition TT , etc. We also take the convention

that T 0 is just the identity transformation.

1.2 Schottky groups constructed from circular domains.

Consider our (N+1)-connected circular domain Dζ described in §1.1.1. We shall now

describe an associated group of transformations of the extended complex plane which

depend purely on the geometry of Dζ . These transformations can be constructed as

follows.

Consider the reflection of Dζ in C0, where we define the transformation of reflection

in a circle in Appendix A. Reflection in C0 is given by,

rC0(ζ) =
1

ζ̄
(1.1)

Denote this reflection of Dζ as D̂ζ . The boundaries of D̂ζ are of course the reflections

of the circles {Cj |j = 1, ..., N} in C0. From §A.2, we see that under reflection in C0,

C0 of course maps onto itself, while for j ∈ {1, ..., N}, the image of Cj is a circle in

the exterior of C0 which we denote as C
′
j . A schematic for a case of N = 3 is shown

in figure 1.2.

10



C
1
 

C
1
' 

C
2
' 

C
2
 

C
3
' 

C
3
 

C
0
 

Dζ 

Fig. 1.2: Schematic of a typical circular domain Dζ and its reflection in its boundary
C0.

Using the formulae (A.14) of §A.2, C ′j has centre δ
′
j and radius q

′
j given by

δ′j =
δj

|δj |2 − q2j
, q′j =

qj

||δj |2 − q2j |
. (1.2)

Consider now the map θj which is the composition of reflection in C0 followed by

reflection in Cj . Using the transformations φi(ζ) introduced in Appendix A, where

in particular

φ0(ζ) =
1

ζ
, (1.3)

we have from (A.4),

θj(ζ) = rCj (rC0(ζ))

= φj(φ0(ζ))

= φj(φ0(ζ))

= φj(ζ
−1)

(1.4)

and thus from (A.5),

θj(ζ) = δj +
q2j ζ

1− δjζ
. (1.5)
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This may be written in the form

θj(ζ) =
ajζ + bj
cjζ + dj

where

aj = q
2
j − |δj |

2;

bj = δj ;

cj = −δj ;

dj = 1.

(1.6)

It is also easy to see that this may be written in the form,

θj(ζ) = δj −
q2j

δj
+

q2j

δj(−δjζ + 1)
. (1.7)

θj(ζ) is a Möbius transformation of ζ. Möbius maps are a very important class of

transformations of the extended complex plane. Some important facts about them

which we shall call upon are given in the appendix B. Note that reflection in a

circle is not a Möbius transformation of ζ as it involves conjugation of ζ. However,

two successive reflections involves conjugating twice and thus leads to a Möbius

transformation. Denoting the inverse of θj(ζ) by θ−j(ζ) it is clear by geometrical

arguments that this is given by the composition of reflection in Cj followed by

reflection in C0, i.e.

θ−1j (ζ) = rC0(rCj (ζ)). (1.8)

It is straightforward to show that

θ−1j (ζ) =
1

φj(ζ)
. (1.9)

By geometrical arguments we make the following observations. Since reflection in

C0 maps C
′
j onto Cj , and reflection in Cj leaves Cj itself invariant, then obviously

θj(C
′
j) = Cj . Furthermore, if ζ is in the exterior of C

′
j then clearly rC0(ζ) is in the

exterior of Cj , and so rCj (rC0(ζ)) is in the interior of Cj . Thus θj maps C
′
j onto

Cj , with the exterior of C
′
j mapping onto the interior of Cj . Note that θj must thus

map the interior of C ′j onto the exterior of Cj .

There are N such maps {θj |j = 1, ..., N} where for j = 1, ..., N θj(ζ) “pairs” Cj

and C ′j in the sense just described, i.e. θj maps C
′
j onto Cj with the exterior of C

′
j

12



mapping onto the interior of Cj . Consider the set Θ consisting of all compositions

of these N maps and their inverses. This is obviously group. We say that this

group is generated by the maps {θj |i = 1, ..., N} and refer to these maps as its

generators. The order of the group is its number of generators N . In fact this

is an example of a special type of group of transformations known as a Schottky

group. For more on Schottky groups the reader is referred to [8], [52], [6], [9]. More

general Schottky groups are generated from mutually disjoint pairs of Jordan curves

[9]. The Schottky groups considered here where these Jordan curves are in fact all

circles are examples of what are sometimes referred to as classical Schottky groups.

Thus we have shown how to construct a Schottky group from a N -connected circular

domain Dζ by reflecting it in one of its N + 1 boundaries C0 and then constructing

the Möbius maps which pair each of the other N boundaries Cj with its reflection

C ′j , j 6= 0.

But suppose now that we had chosen to initially reflect Dζ in a different one of

its boundaries; would we arrive at the same Schottky group? As shall now be

demonstrated, the answer to this question is yes. For i ∈ {0, 1, ..., N} consider the

reflection of Dζ in Ci. Denote this region D̂
(i)
ζ (- note that the region D̂

(0)
ζ is the

region we have previously labelled D̂ζ). The boundaries of D̂
(i)
ζ are of course the

reflections of the circles {Cj |j = 0, 1, ..., N} in Ci. Under reflection in Ci, Ci of

course maps onto itself, while for j ∈ {0, 1, ..., N} \ {i}, the image of Cj is also a

circle. Denote this C
(i)
j (- note that C

(0)
j is the circle we have previously labelled

C ′j). Consider the map θ
(i)
j which is the composition of reflection in Ci followed by

reflection in Cj (- again we must make a point regarding our notation; here and in

what follows, transformations and sets of transformations with the superscript ‘(0)’

are those previously labelled without a superscript. Thus for example, θ
(0)
j is simply

θj). We have

θ
(i)
j (ζ) = rCj (rCi(ζ))

= φj(φi(ζ))

= φj(φi(ζ))

(1.10)

This is clearly a Möbius map. Denoting the inverse of θ
(i)
j (ζ) by θ

(i)
−j(ζ) it is clear

by geometrical arguments that this is given by the composition of reflection in C
(i)
j

13



followed by reflection in Ci. In fact the maps {θ
(i)
j |j = 0, 1, ..., N, j 6= i} generate a

Schottky group, Θ(i) say.

Proposition 1.2.1 For i = 0, 1, ..., N , Θ(i) is the same group.

Proof: For i, j, k ∈ {0, 1, ..., N},

θ
(i)
k = rCk(rCi(ζ))

= rCk(rCj (rCj(rCi(ζ))))

= θ
(j)
k (θ

(j)
−i (ζ))

(1.11)

where the first and third equalities follow by definition and the second equality

follows from the fact that reflection in a circle is a self-inverse transformation. Now,

suppose k 6= i. Then θ
(i)
k is one of the generators of Θ

(i). Now, also suppose j 6= i.

Then obviously θ
(j)
−i is the inverse of one of the generators of Θ

(j). And θ
(j)
k is one

of the generators of Θ(j), unless k = j in which case it is the identity. In either

case, since k 6= i then θ(j)−i is not the inverse of θ
(j)
k . Thus θ

(j)
k (θ

(j)
−i ) is a non-identity

composition of the generators of Θ(j). Hence by (1.11), each generator of Θ(i) may

be expressed as a composition of the generators of Θ(j). Thus in fact, any map in

Θ(i) may be expressed as such a composition, and is thus also contained in Θ(j), i.e.,

Θ(i) ⊆ Θ(j). But by a similar argument we may deduce Θ(j) ⊆ Θ(i). Hence in fact,

Θ(i) = Θ(j). This completes the proof.

Thus, starting with the N + 1 circles {Cj |j = 0, 1, ..., N} bounding our circular

domain Dζ , no matter which one we choose to reflect the N others in, the resulting

Schottky group is the same group Θ say.

1.3 Properties of Schottky groups.

Using the general theory of Schottky groups as described for example in [8], [52], [6]

we can now state the following facts about our Schottky group Θ constructed from

a circular domain Dζ .

Note first that none of the generating maps {θi|i = 1, ..., N} can be expressed

as a non-trivial composition of the other generating maps and their inverses. It
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follows that, the composition of each map in Θ in terms of the maps {θi|i =

1, ..., N,−1, ...,−N} is unique. It shall prove useful to categorize the maps in Θ

in the following way: for ` > 0 an integer, we say that a map θ ∈ Θ is of level ` if its

unique composition in terms of the generating maps and their inverses is a product

of ` factors. The identity map is considered to be of level zero while the generating

maps and their inverses are of level one. The level two maps are all possible com-

positions of any two of the level one maps which do not reduce to the identity. So,

for example, the composition of one of the level one maps with its inverse is not a

level two map. Similarly for maps of all higher levels.

It can be shown that every non-identity map in Θ is loxodromic (- see §B.4 for the

definition of this term). Thus, in particular, for j = 1, .., N the generator θj(ζ) has

two distinct fixed points, say Aj say and Bj , where these are respectively its source

and sink, so that for any point ζ in the plane other than Aj or Bj ,

θ−∞j (ζ) = Aj , θ∞j (ζ) = Bj (1.12)

It can be shown that Aj is contained in the interior of C
′
j , while Bj is contained in

the interior of Cj . Also, as explained in §B.4, an alternative representation for θj(ζ)

is
θj(ζ)−Bj
θj(ζ)−Aj

= λj
ζ −Bj
ζ −Aj

(1.13)

where λj is some complex constant, λ 6= 0,∞, where |λj | < 1.

Now note that the connected region Dζ ∪ D̂ζ exterior to the 2N circles {Cj , C ′j |j =

0, 1, ..., N} has the following special significance. Label this region F . Consider the

image of F under maps in Θ. It can be shown that the images of F under two

different maps in Θ are mutually disjoint. Also, for θ ∈ Θ, as the level of θ tends

to infinity, so the image of F under θ shrinks to a point. In fact it can be shown

that the union of the regions in set {θ(F )|θ ∈ Θ} covers the whole of the extended

complex plane. F is referred to as a fundamental region of Θ. Every point in the

plane can be reached as the image of some point in F under a unique map in Θ. We

now make the following distinction. Points in the plane which may be reached as

the image of a point in F under a map of finite level are referred to as the ordinary

points of Θ. Points in the plane which may only be reached as the image of a point
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in F under a map of infinite level are referred to as the singular points of Θ. A

Schottky group has infinitely many singular points; each is the image of F under

a different infinite level map of Θ. Each of these singular points lies outside of F .

These singular points occur in clusters, i.e. as close as we desire to any singular

point there are infinitely many others. In fact, it can be shown that the singular

points of Θ are precisely the fixed points of all the non-identity maps in Θ.

It should be noted that, F is not unique in having the property that its images

under all maps in Θ cover the whole of the extended plane without overlapping. For

example, it is clear that for any θ ∈ Θ (where θ is of finite level so that the region

θ(F ) is not a single point), θ(F ) also has this property and so is a fundamental

region of Θ. Note, furthermore for our particular Schottky groups, for j = 1, ..., N

the region Dζ ∪ D̂
(j)
ζ which we shall denote as F

(j) is a fundamental region of Θ(j).

However as shown above in Proposition 1.2.1, Θ(j) = Θ, and thus F (j) must be a

fundamental region of Θ. Hence in fact we can state

Proposition 1.3.1 For our particular Schottky group Θ, we can take as a funda-

mental region the region consisting of Dζ and the reflection of Dζ in any one of its

boundaries C0, C1, ..., CN .

1.3.1 Additional properties of our particular Schottky groups.

Note that the properties of Schottky groups described so far in §1.3 hold for general

Schottky groups. The particular Schottky groups which we have constructed from

circular domains have additional properties which Schottky groups in general do not

possess. These are due to the fact that the associated fundamental region F can be

regarded as consisting of two “halves”, namely Dζ and D̂ζ , where the transformation

rC0(ζ) of reflection in C0 provides a one-to-one map of each of these halves onto the

other, leaving C0 invariant. We shall now present some of the additional special

properties of these Schottky groups.

The first of these is that for the generator θj(ζ), j ∈ {1, ..., N} its fixed points Aj

and Bj are in fact reflections of one another in the unit circle C0, i.e.

Aj = Bj
−1

(1.14)
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This result is stated and proved in an appendix as Proposition C.0.1. Furthermore,

these fixed points in fact lie on the same ray as the centre δj of the circle Cj (- see

Proposition (C.0.2)) Also, the constant λj in the representation of θj in the form

(1.13) is in fact real. This result is stated and proved in an appendix as Proposition

C.0.3. Thus θj(ζ) is in fact hyperbolic (- see §B.4 for the definition of this term).

Next we point out that for the inverse θ−j(ζ) of θj(ζ) we have

θ−j(ζ) = rC0(rCj (ζ))

= rC0(rCj (rC0(rC0(ζ))))

= rC0(θj(rC0(ζ)))

=
1

θj

(
1
ζ

)

(1.15)

where note that the second equality follows from the fact that reflection in a circle

is self-inverse. Obviously it follows from (1.15) that,

θj(ζ) =
1

θ−j

(
1
ζ

) (1.16)

In fact, consider a general transformation θ ∈ Θ expressed as a unique composition

of the generators of Θ and their inverses

θ(ζ) = θi`θi`−1 ...θi2θi1(ζ) (1.17)

where i1, i2, ..., i`−1, i` ∈ {1, ..., N,−1, ...,−N}. Then on repeated use of (1.15)

and (1.16) we have

θ−1(ζ) = θ−i1θ−i2 ...θ−i`−1θ−i`(ζ)

=

(

θi1θi2 ...θi`−1θi`

(
ζ
−1
))−1 (1.18)

We now introduce the notation rθ to denote the map whose composition as a product

of the generators of Θ and their inverses is the reverse of that of θ. Thus given θ(ζ)

of the form (1.17) then

rθ(ζ) = θi1θi2 ...θi`−1θi`(ζ) (1.19)

We shall refer to rθ as the reverse of θ. Obviously, for θ ∈ Θ, rθ is also contained in

Θ. Thus from (1.18) it follows that

θ−1(ζ) =
1

(
rθ(
1
ζ
)
) (1.20)
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1.4 Functions associated with Schottky groups.

We shall now describe some special functions associated with a general Schottky

group Θ. The first we mention is known as the Schottky-Klein prime function

[6]. We shall henceforth refer to this simply as the prime function. This is a function

defined with respect to two variables ζ, γ ∈ C∪{∞}. We shall denote it ω(ζ, γ). It

has the following properties:

• For any ζ and γ it is single-valued.

• It has the property

ω(ζ, γ) = −ω(γ, ζ) (1.21)

• As a function of ζ it has the following properties. It is analytic everywhere in

the extended ζ-plane except for at (i) the point ζ =∞, unless γ =∞ in which

case this is not a singularity; (ii) the singular points of Θ. The singularities at

the singular points are not poles as the singular points occur in clusters, i.e.

as close as we wish to any singular point is another singular point. However, if

the point ζ =∞ is not a singular point of Θ and if γ 6=∞, then this singularity

is a simple pole. The prime function vanishes only at the points {θ(γ)|θ ∈ Θ},

i.e. at γ and all images of γ under non-identity maps in Θ. These zeros are

simple zeros.

ω(ζ, γ) can be thought of as generalising the irreducible factor (ζ − γ).

We shall now present an explicit representation of the prime function in terms of

the elements of the associated Schottky group Θ. To do this we first introduce the

following notation. For a Schottky group Θ we shall need to consider the following

subgroups. The notation iΘj is used to denote all transformations of the full group

which do not have a power of θi or θ
−1
i on the left hand end or a power of θj or

θ−1j on the right hand end. As a special case of this, the notation Θj simply means

all substitutions of the group which do not have any positive or negative power of

θj at the right hand end (but with no stipulation about what appears on the left

hand end). Similarly, jΘ means all substitutions which do not have any positive

or negative power of θj at the left hand end (but with no stipulation about what
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appears on the right hand end). In addition, the single prime notation will be used

to denote a subset where the identity is excluded from the set; thus Θ′1 denotes

all substitutions, excluding the identity and all transformations with a positive or

negative power of θ1 at the right hand end. The double prime notation will be

used to denote a subset where the identity and all inverse substitutions are excluded

from the set. This means, for example, that if θ1θ2 is included in the set, the

transformation θ−12 θ−11 must be excluded. Thus, Θ′′ means all substitutions of the

group excluding the identity and all inverses. Similarly the notation 1Θ
′′
2 denotes all

substitutions of the group, excluding inverses and the identity, which do not have

any power of θ1 or θ
−1
1 on the left hand end or any power of θ2 or θ

−1
2 on the right

hand end. In the same way, Θ′′j denotes all substitutions of the group, excluding the

identity and all inverses, which do not have any positive or negative power of θj at

the right hand end.

It can be shown (see [6]) that for a Schottky group Θ for which the following infinite

product converges, it represents the associated prime function ω(ζ, γ)

ω(ζ, γ) = (ζ − γ)
∏

θ∈Θ′′

(ζ − θ(γ))(γ − θ(ζ))
(ζ − θ(ζ))(γ − θ(γ))

(1.22)

An immediate question to ask is for what Schottky groups does the infinite product

(1.22) converge. On this issue we make the following remarks. Associated with a

Schottky group Θ one may construct special infinite series known as Poincaré theta

series which are discussed in [10],[6],[9],[8] for example, and also in appendix D of

this thesis. The representation (1.22) of the prime function derives directly from a

particular Poincaré theta series [6], and under conditions where this series converges

this representation (1.22) of the prime function is also well-defined. Some criteria are

known for which this series converges. For example, it is known to converge under

certain conditions on the circles {Ci|i = 1, ..., N} associated with Θ. These are

described for example in [10], [6], [9]. They state that convergence is guaranteed if,

roughly speaking, the circles {Ci|i = 1, ..., N} are far enough apart. However, precise

criteria for which convergence is assured and hence the representation (1.22) of the

prime function is valid remain to be determined. Furthermore, it would be valuable

to know alternative explicit representations for the prime function which are well-

defined under conditions where the representation (1.22) does not converge. These
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are issues for further investigation. However it is emphasized that in all explicit

computations made using the representation (1.22) of the prime function presented

later in the thesis, no major convergence problems were encountered. Many of

these computations were checked using completely independent methods as shall be

shown. It appears that for a wide range of distributions of circles {Ci|i = 1, ..., N}

the convergence of the infinite product in (1.22) is adequate for practical purposes.

We shall proceed under the assumption that the infinite product (1.22) converges.

We point out that to actually compute the expression (1.22) for the prime function,

one must of course truncate the infinite product to a finite product. This may be

done in a very natural way by including all maps in Θ of up to some chosen level

and truncating the contribution to the product from all higher-level maps.

Recall as stated above that ω(ζ, γ) can be thought of as generalising the irreducible

factor (ζ−γ). Suppose we consider the trivial case of N = 0 so that Dζ is simply the

unit disc and F is the entire extended complex plane. Then the associated Schottky

group contains just the identity, and indeed (1.22) reduces to (ζ − γ).

Also, note that an expression of the form

(ζ1 − ζ4)(ζ3 − ζ2)
(ζ1 − ζ2)(ζ3 − ζ4)

(1.23)

is called a cross-ratio of the points ζ1, ..., ζ4 ([1]). We introduce the following notation

to denote such a cross-ratio,

(ζ1 − ζ4)(ζ3 − ζ2)
(ζ1 − ζ2)(ζ3 − ζ4)

= {ζ1, ζ2, ζ3, ζ4}. (1.24)

Notice that in (1.22) each term in the product is a cross-ratio. Thus, using the

notation (1.24), (1.22) may also be written as

ω(ζ, γ) = (ζ − γ)
∏

θ∈Θ′′
{ζ, θ(ζ), γ, θ(γ)}. (1.25)

Now note that it is known ([1]) that the cross-ratio of four points is invariant under

a Möbius transformation. That is, for a Möbius map T (ζ), denoting ζ ′i = T (ζi),

i = 1, ..., 4, we have

{ζ ′1, ζ
′
2, ζ
′
3, ζ
′
4} = {ζ1, ζ2, ζ3, ζ4} (1.26)
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Note that in the product in (1.22), for each non-identity map θ ∈ Θ we may include

in Θ′′ either θ or θ−1 - the value of the product does not depend on the choice we

make. This can be seen as follows

ω(ζ, γ) = (ζ − γ)
∏

θ∈Θ′′
{ζ, θ(ζ), γ, θ(γ)}

= (ζ − γ)
∏

θ∈Θ′′
{θ−1(ζ), ζ, θ−1(γ), γ}

= (ζ − γ)
∏

θ∈Θ′′
{ζ, θ−1(ζ), γ, θ−1(γ)}

(1.27)

where the second equality follows from the fact that the cross-ratio is invariant if we

apply the Möbius transformation θ−1 to each of the four arguments, and the third

equality follows simply from (1.24).

Note that the representation (1.22) of the prime function can be rearranged as

follows. Consider a general map θ in Θ′′ of the form

θ(ζ) =
aζ + b

cζ + d
, (1.28)

so

θ−1(ζ) =
dζ − b
−cζ + a

. (1.29)

By straightforward rearrangements it is possible to show that

ζ − θ−1(γ) =

(
cζ + d

cγ − a

)

(γ − θ(ζ)) (1.30)

Also, the two fixed points of θ, Aθ and Bθ say, are the solutions of

ζ − θ(ζ) = 0. (1.31)

It is straightforward to show that

(ζ −Aθ)(ζ −Bθ) =

(
cζ + d

c

)

(ζ − θ(ζ)) (1.32)

Thus from (1.30) and (1.32) it is clear that the representation (1.22) of the prime

function can be rearranged into the form

ω(ζ, γ) = K(ζ − γ)
∏

θ∈Θ′′

(ζ − θ(γ))(ζ − θ−1(γ))
(ζ −Aθ)(ζ −Bθ)

(1.33)

where K is a factor independent of ζ.
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Finally, let us introduce the following notation which will be useful later in the

thesis. We may write

ω(ζ, γ) = (ζ − γ)ω′(ζ, γ) (1.34)

where we define the function ω′(ζ, γ) as

ω′(ζ, γ) =
∏

θ∈Θ′′

(ζ − θ(γ))(γ − θ(ζ))
(ζ − θ(ζ))(γ − θ(γ))

=
∏

θ∈Θ′′
{ζ, θ(ζ), γ, θ(γ)}.

(1.35)

Note that ω′(ζ, γ) does not have a zero at ζ = γ. As a special case when γ = ∞

(1.35) becomes

ω′(ζ,∞) =
∏

θ∈Θ′′

(θ(∞)− ζ)
(θ(ζ)− ζ)

(1.36)

This has simple zeros at the images of ∞ under all non-identity maps of Θ, but not

at ∞ itself. It also has singularities at the singular points of Θ. Indeed,

ζ − θ(ζ) =

(

ζ +
d

c

)−1
(ζ −Aθ)(ζ −Bθ)

= (ζ − θ−1(∞))−1(ζ −Aθ)(ζ −Bθ)

(1.37)

where the first equality follows from (1.32) and the second equality from (1.29).

Thus it is straightforward to write (1.36) as

ω′(ζ,∞) =
∏

θ∈Θ′′

(ζ − θ(∞))(ζ − θ−1(∞))
(ζ −Aθ)(ζ −Bθ)

(1.38)

Also, we mention that later in the thesis we shall be considering products of prime

functions and it shall prove convenient to introduce the notation ωn(ζ, γ) as

ωn(ζ, γ) ≡
n−1∏

k=0

ω(ζ, e2πik/nγ). (1.39)

Let us now describe some further properties of the prime function derived from its

representation as (1.22).

First we ask how the value of ω(ζ, γ) changes if we transform ζ by one of the

transformations of Θ. Following [6] let us introduce for i = 1, ..., N , the function

Vi(ζ) which has simple zeros at the points {θ(Bi)|θ ∈ Θ} and simple poles at the

points {θ(Ai)|θ ∈ Θ}. We may write

Vi(ζ) =
∏

θ∈Θ

(
ζ − θ(Bi)
ζ − θ(Ai)

)

(1.40)
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Note that obviously since Ai and Bi are fixed points of θi (1.40) is the same as

Vi(ζ) =
∏

θ∈Θi

(
ζ − θ(Bi)
ζ − θ(Ai)

)

(1.41)

Also introduce

Vi(ζ1, ζ2) =
Vi(ζ1)
Vi(ζ2)

(1.42)

which from (1.41) may be written as

Vi(ζ1, ζ2) =
∏

θ∈Θi

(
(ζ1 − θ(Bi))(ζ2 − θ(Ai))
(ζ1 − θ(Ai))(ζ2 − θ(Bi))

)

=
∏

θ∈Θi

({ζ1, θ(Ai), ζ2, θ(Bi)}) .
(1.43)

Notice

Vi(ζ2, ζ1) = (Vi(ζ1, ζ2))
−1 (1.44)

It can be shown ([6]) that for i, j = 1, ..., N ,

Vi(θj(ζ), ζ) = Ti,j (1.45)

where, for i, j = 1, ..., N , we may write

Ti,j =
∏

θ∈ jΘi

{Aj , θ(Bi), Bj , θ(Ai)}, i 6= j

Ti,i = λi




∏

θ∈ iΘ′′i

{Ai, θ(Bi), Bi, θ(Ai)}





2 (1.46)

where λi is the constant in the representation (1.13) of θi(ζ). Note in particular that

for i, j = 1, ..., N , Ti,j and thus Vi(θj(ζ), ζ) are independent of ζ.

We also point out a property that will be useful later which is

Ti,j = Tj,i (1.47)

A proof of this is proved in [6].

We can now state the following result whose proof is given in [6].

Proposition 1.4.1 If θi is one of the generators of Θ then

ω(θi(ζ), γ) = −
(
λiT

−1
i,i

) 1
2
Vi(γ, ζ)

(
θi(ζ)−Ai
ζ −Ai

)

ω(ζ, γ) (1.48)
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Note that the transformation of the prime function for any θ ∈ Θ obviously follows

by considering θ as its composition in terms of the generators of Θ and their inverses.

In fact, where we use the prime function later in the thesis, it most commonly

appears in products of ratios of the form ω(ζ, γ1)/ω(ζ, γ2), where γ1 6= γ2. It follows

easily from (1.48) and (1.42) that for γ1 6= γ2,

ω(θi(ζ), γ1)

ω(θi(ζ), γ2)
= Vi(γ1, γ2)

ω(ζ, γ1)

ω(ζ, γ2)
(1.49)

We shall use the property (1.49) of the prime function frequently throughout the

thesis.

We point out the special case of (1.49) when either γ1 or γ2 is the point at infinity.

Writing the left-hand side of (1.48) as

(θi(ζ)− γ)ω′(θi(ζ), γ)
(ζ − γ)ω′(ζ, γ)

(1.50)

we see that as γ →∞ so this tends to

ω′(θi(ζ), γ)

ω′(ζ, γ)
. (1.51)

On the other hand, as γ →∞ so

Vi(γ)→ 1. (1.52)

Thus, from (1.48) it follows that

ω′(θi(ζ),∞)
ω′(ζ,∞)

= −
(
λiT

−1
i,i

) 1
2
Vi(ζ)

−1
(
θi(ζ)−Ai
ζ −Ai

)

(1.53)

Hence, from (1.48) and (1.53) we have

ω(θi(ζ), γ)

ω′(θi(ζ),∞)
= Vi(γ)

ω(ζ, γ)

ω′(ζ,∞)
(1.54)

Another property that will be useful later is the following.

Proposition 1.4.2 Consider ω(θ(ζ), θ(γ)) where θ ∈ Θ. Writing θ(ζ) in the form

θ(ζ) =
aζ + b

cζ + d
(1.55)

it can be shown that

ω(θ(ζ), θ(γ)) =
(ad− bc)

(cζ + d)(cγ + d)
ω(ζ, γ) (1.56)
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Proof: From (1.25) we have

ω(θ(ζ), θ(γ)) = (θ(ζ)− θ(γ))
∏

ϕ∈Θ′′
{θ(ζ), ϕ(θ(ζ)), θ(γ), ϕ(θ(γ))}. (1.57)

Then, from the invariance of cross-ratios under Möbius transformations stated by

(1.26), we have

ω(θ(ζ), θ(γ)) = (θ(ζ)− θ(γ))
∏

ϕ∈Θ′′
{ζ, θ−1(ϕ(θ(ζ))), γ, θ−1(ϕ(θ(γ)))}. (1.58)

But since θ ∈ Θ then it is straightforward that

{θ−1ϕθ|ϕ ∈ Θ} = Θ (1.59)

and thus it follows from (1.58) that

ω(θ(ζ), θ(γ)) =

(
θ(ζ)− θ(γ)
ζ − γ

)

ω(ζ, γ) (1.60)

But now note that from the form (1.55) of θ it is straightforward to show that

θ(ζ)− θ(γ) =
aζ + b

cζ + d
−
aγ + b

cγ + d

=
(ad− bc)(ζ − γ)
(cζ + d)(cγ + d)

(1.61)

Thus the result follows from (1.60) and (1.61). This completes the proof.

1.4.1 Additional properties of functions associated with our partic-

ular Schottky groups.

The functions and their properties described so far in §1.4 are for general Schottky

groups. However, for the particular Schottky groups we have constructed from circu-

lar domains these functions possess some additional special properties which we shall

now present. Note that these arise from the special properties described in §1.3.1 of

these particular Schottky groups which result from the reflectional symmetry of its

associated fundamental region.

A very important additional property of the prime function in this case is stated as

follows.
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Proposition 1.4.3

ω(ζ
−1
, γ−1) = −

1

ζγ
ω(ζ, γ) (1.62)

Proof: From (1.25) we have

ω(ζ, γ) = (ζ − γ)
∏

θ∈Θ′′
{ζ, θ(ζ), γ, θ(γ)}. (1.63)

Recall from (1.27) that in writing the prime function in the form (1.25), for any

given non-identity map in Θ it does not matter whether we choose this map or its

inverse in Θ′′. Thus we may write

ω(ζ, γ) = (ζ − γ)
∏

θ∈Θ′′
{ζ, θ−1(ζ), γ, θ−1(γ)}. (1.64)

And so,

ω(ζ
−1
, γ−1) = (ζ

−1
− γ−1)

∏

θ∈Θ′′
{ζ
−1
, θ−1(ζ

−1
), γ−1, θ−1(γ−1)}. (1.65)

Now consider a general map θ ∈ Θ′′. From (1.20) we have

θ−1(ζ) =
1

(
rθ(
1
ζ
)
) (1.66)

where rθ is the reverse of θ defined as the map whose composition as a product of

the generators of Θ and their inverses is the reverse of that of θ. Hence from (1.65)

and (1.66) we have

ω(ζ
−1
, γ−1) = (ζ

−1
− γ−1)

∏

θ∈Θ′′

{
1

ζ
,

1

(rθ(ζ))
,
1

γ
,

1

(rθ(γ))

}

. (1.67)

Now, using the invariance of cross-ratios to Möbius transformations we have

ω(ζ
−1
, γ−1) = (ζ

−1
− γ−1)

∏

θ∈Θ′′
{ζ, (rθ(ζ)), γ, (rθ(γ))}. (1.68)

Let us now argue that we may choose Θ′′ such that for any θ ∈ Θ′′, rθ is also

contained in Θ′′. Thus, suppose θ ∈ Θ′′ and we suppose we choose to include in Θ′′

rθ rather than its inverse (rθ)
−1. Then we must check that the reverse of (rθ)

−1 is

certainly not in Θ′′ as otherwise this would contradict our required property of Θ′′.

But it is of course clear that, for any θ ∈ Θ

(rθ)
−1 = r(θ

−1) (1.69)
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i.e., the inverse of the reverse of θ is the same as the reverse of the inverse of θ. Thus

the reverse of (rθ)
−1 is θ−1 and this is indeed not in Θ′′. Thus in defining the prime

function, we may indeed choose Θ′′ such that for any θ ∈ Θ′′, rθ is also contained in

Θ′′.

Thus from (1.68) it follows that

ω(ζ
−1
, γ−1) = (ζ

−1
− γ−1)

∏

θ∈Θ′′
{ζ, (θ(ζ)), γ, (θ(γ))}

=
(ζ
−1
− γ−1)

ζ − γ
ω(ζ, γ)

= −
1

ζγ
ω(ζ, γ)

(1.70)

This completes the proof of (1.62).

From the explicit formulae (1.6) for the generating maps, it can be shown that if

the distribution of the circles {Ci|i = 1, .., N} in the interior of C0 possesses certain

symmetries then the associated prime function exhibits these too as illustrated by

the following results.

Proposition 1.4.4 Suppose the distribution of the circles {Ci|i = 1, .., N} in the

interior of C0 is reflectionally symmetric in the real axis, i.e., for each i ∈ {1, ..., N},

the reflection of Ci in the real axis is Cj for some j ∈ {1, ..., N}, possibly j = i. Then

ω(ζ, γ) = ω(ζ, γ). (1.71)

Proof: Suppose that for i, j ∈ {1, ..., N} (possibly i = j) the reflection of Ci in the

real axis is Cj . Then, clearly

δi = δj and qi = qj . (1.72)

Thus from (1.6) it follows that

θi(ζ) = θj(ζ) (1.73)

Hence, if the distribution of the circles {Ci|i = 1, .., N} is reflectionally symmetric

in the real axis then it is clear that

{θ(ζ)|θ(ζ) ∈ Θ} = Θ, (1.74)
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and so

ω(ζ, γ) = ω(ζ, γ)

= (ζ − γ)
∏

θ∈Θ′′
{ζ, θ(ζ), γ, θ(γ)}

= ω(ζ, γ).

(1.75)

where the third equality follows from (1.74). This completes the proof.

Proposition 1.4.5 Suppose the distribution of the circles {Ci|i = 1, .., N} in the

interior of C0 is reflectionally symmetric in the imaginary axis, i.e., for each i ∈

{1, ..., N}, the reflection of Ci in the imaginary axis is Cj for some j ∈ {1, ..., N},

possibly j = i. Then

ω(−ζ,−γ) = −ω(ζ, γ). (1.76)

Proof: Suppose that for i, j ∈ {1, ..., N} (possibly i = j) the reflection of Ci in the

imaginary axis is Cj . Then, clearly

−δi = δj and qi = qj . (1.77)

Thus from (1.6) it follows that

−θi(−ζ) = θj(ζ) (1.78)

Hence, if the distribution of the circles {Ci|i = 1, .., N} is reflectionally symmetric

in the imaginary axis then it is clear that

{−θ(−ζ)|θ(ζ) ∈ Θ} = Θ, (1.79)

and so

−ω(−ζ,−γ) = −ω(−ζ,−γ)

= (ζ − γ)
∏

θ∈Θ′′
{ζ,−θ(−ζ), γ,−θ(−γ)}

= ω(ζ, γ).

(1.80)

where the third equality follows from (1.79). This completes the proof.

From propositions 1.4.4 and 1.4.5 we may deduce
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Proposition 1.4.6 Suppose the distribution of the circles {Ci|i = 1, .., N} in the

interior of C0 is reflectionally symmetric in both the real and imaginary axes. Then

ω(−ζ,−γ) = −ω(ζ, γ) (1.81)

1.5 A special case.

It can be shown ([1]) that any doubly-connected circular domain is actually confor-

mally equivalent to a concentric annulus bounded by circles of radius 1 and q1 < 1

both centred on the origin. It follows that, any doubly connected domain is con-

formally equivalent to a concentric annulus. In fact, for N > 0, any domain of

connectivity N + 1, is conformally equivalent to a circular domain which is the in-

terior of an outer circle C0 and exterior of N inner circles, where one of these inner

circles C1 say is concentric with the outer circle C0.

So suppose our circular domain Dζ is bounded by the unit circle C0 and N other

circles in the interior of C0 where one of these say C1 is also centred on the origin

of radius q1 < 1. In this case by (1.6) the generating map θ1 is given by

θ1(ζ) = q
2
1ζ (1.82)

It is clear that the fixed points of this map θ1(ζ) are

B1 = 0, A1 =∞ (1.83)

where B1 is the sink and A1 the source. Also, it is clear that,

(θ1(ζ)−B1)(ζ −A1)
(θ1(ζ)−A1)(ζ −B1)

= q21 (1.84)

Thus writing θ1(ζ) in the form (1.13) we have

λ1 = q
2
1 (1.85)

Furthermore, note that we must slightly modify our expression (1.41) of the function

V1(ζ) in this case. V1(ζ) must have simple zeros at all images of B1 under maps in

Θ and simple poles at all images of A1 under maps in Θ. In this case B1 = 0 and

A1 = ∞. So in this case we should replace the term in (1.41) corresponding to the
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identity map of Θ simply by ζ which of course has a simple zero at ζ = 0 and a

simple pole at ζ =∞ as required. So in this case our expression for V1(ζ) is

V1(ζ) = ζ
∏

θ∈Θ′1

(
ζ − θ(0)
ζ − θ(∞)

)

(1.86)

Thus, (1.43) reduces to

V1(ζ1, ζ2) =
V1(ζ1)
V1(ζ2)

=
ζ1

ζ2

∏

θ∈Θ′1

{ζ1, θ(∞), ζ2, θ(0)}
(1.87)

where the second equality follows from (1.86). Also from (1.46),

Ti,1 =
∏

θ∈ 1Θi

(
θ(Bi)

θ(Ai)

)

, i 6= 1

T1,1 = q
2
1





∏

θ∈ 1Θ
′′
1

(
θ(0)

θ(∞)

)





2 (1.88)

where we have made use of (1.85).

1.5.1 Doubly connected case

Suppose Dζ is in fact doubly connected and C0 and C1 are its only boundaries. To

simplify the notation, we now denote the radius of C1 as q rather than q1. In this

case the above theory simplifies greatly. θ1(ζ) is the only generating map of the

Schottky group Θ. (1.22) thus simplifies to

ω(ζ, γ) = −
γ

C2
P (ζγ−1, q) (1.89)

where we define

P (ζ, q) = (1− ζ)
∞∏

k=1

(1− q2kζ)(1− q2kζ−1) (1.90)

and the constant C is given by

C =
∞∏

k=1

(1− q2k) (1.91)

We may also write

P (ζ, q) = (1− ζ)P ′(ζ, q) (1.92)
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where we define

P ′(ζ, q) =
∞∏

k=1

(1− q2kζ)(1− q2kζ−1) (1.93)

Let us now show how some of the properties of ω(ζ, γ) stated earlier simplify in

this doubly connected case. First consider (1.48). In this case, the left-hand side of

(1.48) is
ω(θ1(ζ), γ)

ω(ζ, γ)
=
P (q2ζγ−1, q)

P (ζγ−1, q)
(1.94)

and since Θ1 consists only of the identity map, the right hand-side of (1.48) simply

reduces to

−γζ−1 (1.95)

Thus (1.48) becomes

P (q2ζγ−1, q) = −γζ−1P (ζγ−1, q) (1.96)

equivalently,

P (q2ζ, q) = −ζ−1P (ζ, q) (1.97)

This may also be easily checked directly from the expression (1.90) for P (ζ, q).

Note that in this case θ1(ζ) = θ1(ζ) and so from (1.75) we have ω(ζ, γ) = ω(ζ, γ).

Obviously from (1.90) we can see that P (ζ, q) = P (ζ, q).

Now, consider the property (1.62). Simply using (1.89) it is clear that

ω(ζ, γ) = ω(ζ, γ) = −
γ

C2
P (ζγ−1, q) (1.98)

and

−ζγω(ζ−1, γ−1) =
ζ

C2
P (γζ−1, q) (1.99)

Hence, by (1.62), it follows that

P (γζ−1, q) = −
γ

ζ
P (ζγ−1, q) (1.100)

equivalently,

P (ζ−1, q) = −ζ−1P (ζ, q) (1.101)

This may also be easily checked directly from the expression (1.90) for P (ζ, q).
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From (1.97) and (1.101) it of course also follows that

P (q2ζ, q) = P (ζ−1, q) (1.102)

This may also be easily checked directly from the expression (1.90) for P (ζ, q).

Furthermore, in this case (1.86) reduces to

V1(ζ) = ζ (1.103)

and (1.43) reduces to

V1(ζ1, ζ2) =
V1(ζ1)
V1(ζ2)

=
ζ1
ζ2

(1.104)

where the second equality follows from (1.103). And (1.45) reduces to

T1,1 = V1(θ1(ζ), ζ)) = q
2
1 (1.105)

where the second equality follows from (1.104).

The function P (ζ, q) is in fact related to the first Jacobi theta function ([69]) which

is given by the expression:

ϑ1(τ, q) = 2Csinτ
∞∏

k=1

(1− q2ke2iτ )(1− q2ke−2iτ ) (1.106)

Indeed if we define

τ = −logζ (1.107)

then it is straightforward to show that

P (ζ, q) = −
i

Cq1/4
e−iτ/2ϑ1(iτ/2, q) (1.108)

Further properties of the function P (ζ, q), including its relations with elliptic func-

tions are discussed for example in Chapter 2 of [42].
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C H A P T E R 2

Automorphic functions.

2.1 Introduction.

We begin this chapter by stating the following definition.

Definition 2.1.1 Automorphic function

If a function is invariant under every element of a group of transforma-

tions, we say it is automorphic with respect to the group.

Automorphic functions are thus generalizations of periodic functions. We shall in

this chapter present explicit representations for functions automorphic with respect

to a Schottky group of transformations.

2.2 Representations of automorphic functions.

Consider a general Schottky group Θ of order N with associated fundamental region

F . Suppose a function f(ζ) is automorphic with respect to Θ. Every ordinary point

in the plane may be reached as the image θ(ζ) of a point ζ in F under a map θ ∈ Θ.

By the automorphicity of f , f(θ(ζ)) = f(ζ). Thus, if the behaviour of f(ζ) is known

in F , then so is its behaviour at every ordinary point in the plane. Suppose also

that f is meromorphic in F . An explicit representation for f(ζ) is known (see [6]

and [11] for example), and will now be described.

Before writing down such a representation, one should be aware of the following

facts stated as Propositions 2.2.1 and 2.2.2 which may be deduced about f(ζ) and

which are proved in for example [10].

Proposition 2.2.1 f(ζ) takes every value in C ∪ {∞} the same number of times.
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So, in particular, f(ζ) has the same number of poles as zeros in F , say M . Label

these as {αk|k = 1, ...,M} and {βk|k = 1, ...,M} respectively.

Proposition 2.2.2 There are N relations between the poles and zeros in F of f(ζ).

These may be written as

∏M
k=1 Vi(βk)∏M
k=1 Vi(αk)

=
N∏

j=1

T mji,j , i = 1, ..., N (2.1)

where {mk|k = 1, ..., N} are integers, and where Vi(ζ1, ζ2) and Ti,j are given by

(1.41) and (1.46) respectively.

The N conditions (2.1) will be referred to henceforth as the automorphicity con-

ditions of the function f(ζ).

Now following for example [11] and [6], let us show how f(ζ) may be represented in

terms of the associated prime function ω(ζ, γ). Consider the following expression.

f(ζ) = r(ζ)

∏M
k=1 ω(ζ, βk)∏M
k=1 ω(ζ, αk)

(2.2)

where the pre-factor r(ζ) is given by

r(ζ) = R
N∏

i=1

(Vi(ζ))
−mi (2.3)

where R is a multiplicative constant and {mk|k = 1, ..., N} are integers and Vi(ζ) is

given by (1.41).

By the properties of ω(ζ, γ) as described in §1.4, it is straightforward to check that

f(ζ) as defined by the expression (2.2) has the following properties. First, notice

(2.2) is clearly single-valued at every point ζ. Also, it is analytic in F except at the

points {αk|k = 1, ...,M} where it has simple poles. Also it has simple zeros at the

points {βk|k = 1, ...,M}. Also, by the properties of Vi(ζ) the factor r(ζ) has poles

at {Ai|i = 1, ..., N} and all images of these points under maps in Θ, and zeros at

{Bi|i = 1, ..., N} and all images of these points under maps in Θ. However, these

are all singular points of Θ and thus lie outside F . Thus f(ζ) is single-valued at

every point in F and also meromorphic in F .
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Now suppose that the poles and zeros of f satisfy the conditions (2.1). Let us check

whether f(ζ) is automorphic. Take one of the N generators of Θ, say θn. Then,

f(θn(ζ)) =

(

R

N∏

i=1

(Vi(θn(ζ)))
−mi

) ∏M
k=1 ω(θn(ζ), βk)∏M
k=1 ω(θn(ζ), αk)

=

(

R

N∏

i=1

(Vi(ζ)Ti,n)
−mi

)(
M∏

k=1

Vn(βk, αk)

) ∏M
k=1 ω(ζ, βk)∏M
k=1 ω(ζ, αk)

=

(
N∏

i=1

(Ti,n)
−mi

)(
M∏

k=1

Vn(βk, αk)

)(

R

N∏

i=1

(Vi(ζ))
−mi

) ∏M
k=1 ω(ζ, βk)∏M
k=1 ω(ζ, αk)

= f(ζ)

(2.4)

where the second equality follows by the transformation properties (1.45) and (1.49),

and the final equality follows from (1.42), (1.47) and (2.1).

So the expression (2.2) where {αk|k = 1, ...,M} and {βk|k = 1, ...,M} satisfy the

conditions (2.1) represents an automorphic function.

Note that in the special case where one of the poles or zeros of f(ζ) is at the

point at infinity we must modify our representation (2.2) for f(ζ) by replacing the

corresponding factor ω(ζ,∞) by ω′(ζ,∞). For example, if α1 =∞ and the remaining

poles {αk|k = 2, ...,M} and the zeros {βk|k = 1, ...,M} are all at finite points in F

then we may write

f(ζ) = r(ζ)

∏M
k=1 ω(ζ, βk)

ω′(ζ,∞)
∏M
k=2 ω(ζ, αk)

(2.5)

where the pre-factor r(ζ) is still given by (2.3). Recalling (1.36) notice that as

ζ →∞ so ω′(ζ,∞)→ 1. Also, recalling the properties of the prime function stated

in §1.4, ω(ζ, γ) has a simple pole at ζ =∞ (-provided this is not a singular point of

Θ). Hence the expression (2.5) has the required simple pole at ζ =∞. Furthermore,

recalling (1.41) we see that Vi(γ) → 1 as γ → ∞, and thus the N conditions (2.1)

satisfied by the poles {αk|k = 2, ...,M} and the zeros {βk|k = 1, ...,M} are

∏M
k=1 Vi(βk)∏M
k=2 Vi(αk)

=
N∏

j=1

T mji,j , i = 1, ..., N. (2.6)

It is straightforward to check following almost the same steps as in (2.4) together with

the transformation property (1.54) that the expression (2.5) where {αk|k = 2, ...,M}

and {βk|k = 1, ...,M} satisfy the conditions (2.6) is automorphic with respect to Θ.
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Similarly, if β1 =∞ and {αk|k = 1, ...,M} and {βk|k = 2, ...,M} are finite then we

may write

f(ζ) = r(ζ)
ω′(ζ,∞)

∏M
k=2 ω(ζ, βk)∏M

k=1 ω(ζ, αk)
(2.7)

where {αk|k = 1, ...,M} and {βk|k = 2, ...,M} satisfy the conditions

∏M
k=2 Vi(βk)∏M
k=1 Vi(αk)

=
N∏

j=1

T mji,j , i = 1, ..., N. (2.8)

It is straightforward to check these representations are correct in the case N = 0.

In this case, the Schottky group consists only of the identity transformation, and

the associated fundamental region F is the whole extended complex plane. In this

case, clearly any function f(ζ) which is single-valued at every point in the whole

extended complex plane is invariant under the identity map and thus automorphic

with respect to this trivial Schottky group. If furthermore, f(ζ) is meromorphic

everywhere in the extended complex plane then in fact f(ζ) is a rational function.

Thus we can represent f as a constant multiple of a ratio of products of factors

of the form (ζ − γ). And indeed, in this case the prime function ω(ζ, γ) of course

reduces to (ζ−γ) and the factor r(ζ) given by (2.3) reduces simply to a multiplicative

constant R. Thus, (2.2) indeed reduces to a rational function. Also, from the fact

that ω′(ζ, γ) reduces to 1, (2.5) and (2.7) also reduce to rational functions with

respectively a simple pole and simple zero at the point at infinity. Note that in this

simply connected case there are no conditions on the zeros and poles of the function

f(ζ): there exist rational functions with any possible choices of poles and zeros.

Example 2.2.1

For general N , taking the integers {mk|k = 1, ..., N} in the pre-factor r(ζ) (2.3) all

to be zero, the function given by

f(ζ) = R

∏M
k=1 ω(ζ, βk)∏M
k=1 ω(ζ, αk)

(2.9)

represents an automorphic function with poles {αk|k = 1, ..., N} and zeros {βk|k =

1, ..., N} in F where for i = 1, ..., N

M∏

k=1

Vi(βk, αk) = 1 (2.10)
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Example 2.2.2

Alternatively, for general N , taking m1 = −1 and {mk|k = 2, ..., N} all to be zero,

so that

r(ζ) = RV1(ζ)

= R
∏

θ∈Θ1

(
ζ − θ(B1)
ζ − θ(A1)

)
(2.11)

then

f(ζ) =



R
∏

θ∈Θ1

ζ − θ(B1)
ζ − θ(A1)




∏M
k=1 ω(ζ, βk)∏M
k=1 ω(ζ, αk)

(2.12)

represents an automorphic function with poles {αk|k = 1, ..., N} and zeros {βk|k =

1, ..., N} in F where for i = 1, ..., N

M∏

k=1

Vi(βk, αk) = T
−1
i,1 (2.13)

Example 2.2.3

Let us consider the representation of functions automorphic with respect to our

Schottky groups constructed from circular domains. In particular, consider those of

the form considered in §1.5 where one of the boundaries of the circular domain, C1

say, is concentric to the outer boundary C0. In this case, by the expression (1.86),

(2.11) becomes

r(ζ) = RV1(ζ)

= Rζ
∏

θ∈Θ′1

ζ − θ(0)
ζ − θ(∞)

(2.14)

so that (2.12) becomes

f(ζ) =




Rζ

∏

θ∈Θ′1

ζ − θ(0)
ζ − θ(∞)






∏M
k=1 ω(ζ, βk)∏M
k=1 ω(ζ, αk)

(2.15)

and from (1.87) and (1.88) the N conditions (2.13) become

M∏

k=1

βk
αk

∏

θ∈Θ′1

{βk, θ(∞), αk, θ(0)} = q
−2
1





∏

θ∈ 1Θ
′′
1

θ(∞)
θ(0)






2

(2.16)
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plus for i = 2, ..., N ,
M∏

k=1

Vi(βk, αk) =
∏

θ∈ 1Θi

(
θ(Ai)

θ(Bi)

)

(2.17)

Furthermore, if C1 is the only inner boundary of Dζ then from (1.103), (2.9) reduces

to

f(ζ) = R

∏M
k=1 P (ζ/βk, q1)∏M
k=1 P (ζ/αk, q1)

(2.18)

and from (1.104) the relations (2.10) reduce to

M∏

k=1

βk =
M∏

k=1

αk, i = 1, ..., N (2.19)

Also, from (1.103), we have

r(ζ) = RV1(ζ) = Rζ (2.20)

and so (2.12) reduces to the form

f(ζ) = Rζ

∏M
k=1 P (ζ/βk, q1)∏M
k=1 P (ζ/αk, q1)

(2.21)

and from (1.104) and (1.105), the relations (2.13) reduce to

N∏

k=1

αk = q
2
1

N∏

k=1

βk, i = 1, ..., N (2.22)

Crowdy [20] has explicitly constructed automorphic functions using this last repre-

sentation.

2.2.1 An alternative representation: Poincaré theta series.

A function f automorphic with respect to a Schottky group Θ may be represented in

forms other than those presented above which are written in terms of the associated

prime function ω(ζ, γ). One alternative representation ([10], [6], [8]) is in terms of

Poincaré theta series. This is described in appendix E. Note that as described in

§1.4, Poincaré theta series are in fact related to the prime function. We prefer to use

the representation of in terms of the prime function for a number of reasons. Firstly,

we find it conceptually more attractive since as described above it is the natural

generalization of the trivial case of rational functions written in the forms described,

38



with the prime function ω(ζ, γ) generalizing the factor (ζ−γ). Furthermore, we find

it the easier of the two representations to use in practice, as described in appendix

D.

2.3 Summary

Given a circular domain Dζ of our chosen form with associated Schottky group Θ

and associated fundamental region F , we have in this chapter presented an explicit

representation for a function f(ζ) with the properties that it is meromorphic in F

and furthermore automorphic with respect to Θ. This representation is in terms of

the prime function ω(ζ, γ) associated with Θ. This representation is precisely of the

form stated for example in [6] and [11].

39



C H A P T E R 3

Green’s functions for Laplace’s

equation.

3.1 Introduction.

In this chapter we turn our attention to Green’s functions for Laplace’s equation

in planar domains of finite connectivity. These functions are of great importance

in applied mathematics and the physical sciences since so many situations in the

“real world” can be mathematically formulated in terms of Laplace’s equation. It

is desirable to have explicit formulae for these functions not only from a purely

mathematical point of view but also for the purpose of their computation in practical

use. Formulae are known for the Green’s function of any simply connected domain.

However, for domains of connectivity N > 1 explicit representations of the Green’s

function are known only in certain cases. In this chapter we shall derive formulae for

Green’s functions of general domains of arbitrary finite connectivity up to conformal

mapping from the canonical class of circular domains. These formulae are also

presented in [26] and [30].

3.2 Definition of Green’s function.

Throughout the chapter we shall make use of well-known results on Green’s functions

discussed for example in [54] and [62].

For an arbitrary (N + 1)-connected planar domain D in a z-plane, bounded by the

N + 1 mutually disjoint curves {∂Dj |j = 0, 1, ..., N} it can be shown that there

exists a unique function G(z;α) defined with respect to points z and α in D with

the properties that it is real-valued and:
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(i)

G(z;α) + log r0 (3.1)

is harmonic with respect to z throughout D including at the point α, where

r0 is

r0 = |z − α|; (3.2)

(ii) for z ∈ Dj , j = 0, 1, ..., N .

G(z;α) = 0. (3.3)

G(z;α) is known as the Green’s function of D. This is in fact sometimes referred

to as the first-kind Green’s function of D to distinguish it from what are known as

its modified Green’s functions which we shall now define.

3.3 Modified Green’s functions.

For j = 0, 1, ..., N , it can be shown that there exists a unique function Gj(z;α)

defined with respect to points z and α in D with the properties that it is real-valued

and:

(i)

Gj(z;α) + log r0 (3.4)

is harmonic with respect to z throughout D including at the point α, where

r0 is given by (3.2);

(ii) for z ∈ ∂Dj

Gj(z;α) = 0, (3.5)

while for z ∈ ∂Dk, k = 0, 1, ..., N, k 6= j,

Gj(z;α) = γjk(α), (3.6)

for some real γjk(α) which is independent of z but not necessarily α, and

∮

∂Dk

∂Gj

∂n
ds = 0, (3.7)

where n and s denote directions normal and tangential to a curve.
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Gj(z, α) is known as a modified Green’s function of D. Clearly there are N + 1

different modified Green’s functions associated with the (N + 1)-connected domain

D. For j = 0, 1, ..., N , the boundary ∂Dj has a special significance with respect

to the function Gj(z;α), namely that Gj(z;α) vanishes along it. Note that the

conditions (3.7) force the values of the quantities {γjk(α)|k = 0, 1, ..., N, k 6= j} and

these will generally be non-zero. Similarly, the constraint (3.5) forces the value of

∮

∂Dj

∂Gj

∂n
ds (3.8)

which will generally be non-zero.

For a general domain D it was in fact shown by Koebe [49] that its first kind

Green’s function G(z, α) can be constructed from its modified Green’s functions

{Gj(z, α)|j = 0, 1, ..., N}. Thus, if explicit formulae are known for the modified

Green’s functions then one can derive an explicit formula for the first kind Green’s

function. We shall now describe this construction of G(z, α) from {Gj(z, α)|j =

0, 1, ..., N}.

3.4 A construction of Green’s functions in terms of mod-

ified Green’s functions.

In this section we describe the construction due to Koebe [49] of a first-kind Green’s

function of a general domain D in terms of its modified Green’s functions.

For i, j ∈ {0, 1, ..., N}, i 6= j consider the function given by the difference of two

modified Green’s functions,

Gi(z;α)−Gj(z;α). (3.9)

From the properties of the modified Green’s functions described in §3.3, clearly

the function given by (3.9) is a real-valued function of z and α which is harmonic

everywhere in D including at z = α, and furthermore on each boundary component

of D its value is independent of z. In fact, adding any function of α to (3.9) the

resulting function still has these properties. In particular, for j = 1, ..., N consider

σ̂j(z;α) = G0(z;α)−Gj(z;α) + γj,0(α) (3.10)
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where γj,0(α) is as in (3.6), i.e. the value of Gj(z;α) for z ∈ ∂D0. σ̂j(z;α) has the

properties that it is a real-valued function of z and α which is harmonic everywhere

in D including at z = α, and

σ̂j(z;α) =

{
0 for z ∈ ∂D0

bk,j(α) for z ∈ ∂Dk, k = 1, ..., N
(3.11)

where we introduce for j, k ∈ {1, ..., N},

bk,j(α) = γ0,k(α)− γj,k(α) + γj,0(α) (3.12)

Now consider a linear combination of the N functions σ̂j(z;α), j = 1, ..., N of the

form

σl(z;α) =
N∑

j=1

aj,l(α)σ̂j(z;α) (3.13)

where {aj,l(α)|j = 1, ..., N} are real-valued. σl(z;α) also has the properties that it

is a real-valued function of z and α which is harmonic everywhere in D including at

z = α.

From (3.11) it is clear that σl(z;α) vanishes on ∂D0. But we shall now show that it

is in fact possible to pick {aj,l(α)|l, j = 1, ..., N} such that for l = 1, ..., N

σl(z;α) =

{
1 for z ∈ ∂Dl

0 for z ∈ ∂Dk, k = 1, ..., N, k 6= l
(3.14)

To see this, first note that from (3.13) and (3.11) it follows that for k = 1, ..., N , for

z ∈ ∂Dk,

σl(z;α) =
N∑

j=1

aj,l(α)bk,j(α) (3.15)

Letting A and B denote the NxN matrices with entries in the j-th row and k-th

column of aj,k and bj,k respectively, it is clear that the right-hand side of (3.15) is

the entry in the k-th row and l-th column of the matrix BA. Thus if B is invertible

and we pick {aj,l(α)|l, j = 1, ..., N} such that A is the inverse of B, then it follows

that BA equals the NxN identity matrix I. It is straightforward to see from (3.15)

that this is equivalent to (3.14).

So it remains to show that B is invertible. First note that this is equivalent to

showing that,

Bx = 0 (3.16)
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does not possess a non-trivial solution for an Nx1 column vector x. Suppose that

such a solution does exist. Writing x = (x1, x2, ..., xN )
T, where the superscript

T denotes transpose, then it is straightforward to show that this implies that the

function

σ∗(z;α) =
N∑

j=1

xj σ̂j(z;α) (3.17)

is zero on the N boundaries ∂Dk, k = 1, ..., N . But also, from (3.11) it follows that

σ∗(z;α) is zero on ∂D0 too. Hence σ
∗(z;α) vanishes everywhere on the boundary of

D. But the function σ∗(z;α) given by (3.17) is clearly harmonic everywhere in D.

Hence, it follows from the maximum and minimum principles of harmonic functions

[53] that σ∗(z;α) must be identically zero in D. Thus the analytic extension σ̃∗(z;α)

of σ∗(z;α) must be a constant. But from (3.17) we have

σ̃∗(z;α) =
N∑

j=1

xj ˜̂σj(z;α) (3.18)

where for j = 1, ..., N , ˜̂σj(z;α) is the analytic extension of σ̂j(z;α), which from

(3.10) is given by

˜̂σj(z;α) = G̃0(z;α)− G̃j(z;α) + γj,0(α) (3.19)

where for j = 0, 1, ..., N , G̃j(z;α) is the analytic extension of the modified Green’s

function Gj(z;α). For j = 0, 1, ..., N we shall write

G̃j(z;α) = Gj(z;α) + iHj(z;α) (3.20)

where Hj(z;α) is the harmonic conjugate of Gj(z;α). Now note that it is clear that

for j, k = 0, 1, ..., N ,

∮

∂Dk

d[G̃j ] =

∮

∂Dk

∂G̃j

∂s
ds

=

∮

∂Dk

(
∂Gj

∂s
+ i

∂Hj

∂s

)

ds

= i

∮

∂Dk

∂Hj

∂s
ds

= i

∮

∂Dk

∂Gj

∂n
ds

(3.21)

where the third equality follows from the fact that Gj is constant on ∂Dk, and

the fourth equality follows from the Cauchy-Riemann relations satisfied by Gj and

Hj . Note that, the integral on the left-hand side of (3.21) is the change in G̃j on
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traversing ∂Dk. From the properties of the modified Green’s functions described at

the start of §3.3 it follows that for j, k = 0, 1, ..., N , the change in G̃j on traversing

∂Dk is zero for all k except k = j. It follows from (3.19) that for j, k = 1, ..., N ,

on traversing ∂Dk the change in ˜̂σj(z;α) is zero except if k = j. Hence it follows

from (3.18) that since σ̃∗(z;α) is a constant, then for k = 1, ..., N , on traversing ∂Dk

σ̃∗(z;α) must not change and so xk must be zero. So the vector x must be zero.

But this contradicts our original assumption. Hence B is indeed invertible.

So we have demonstrated that in terms of linear combinations of the modified Green’s

functions of a general (N + 1)-connected domain D one can construct functions

σj(z;α), j = 1, ..., N which are real-valued and harmonic everywhere in D, and

furthermore have the property that

σj(z;α) =

{
1 for z ∈ ∂Dj

0 for z ∈ ∂Dk, k = 0, 1, ..., N, k 6= j
(3.22)

Furthermore, it is straightforward to see that one may define

σ0(z : α) = 1−
N∑

j=1

σj(z;α) (3.23)

where this clearly has the properties that it is real-valued and harmonic everywhere

in D, and furthermore by (3.22), has the property

σ0(z;α) =

{
1 for z ∈ ∂D0

0 for z ∈ ∂Dk, k = 1, ..., N,
(3.24)

The functions σj(z;α), j = 0, 1, ..., N associated with D are known as its harmonic

measures.

Now notice that we can express the first kind Green’s function G(z, α) of D in terms

of the modified Green’s functions {Gj(z, α)|j = 1, ..., N} and the harmonic measures

{σj(z)|j = 1, ..., N} as follows. For any j ∈ {0, 1, ..., N},

G(z, α) = G0(z, α)−
N∑

j=1

γ0jσj(z) (3.25)

where the constants {γ0j |j = 1, ..., N} are as in (3.6). This expression follows easily

from the properties described above for the modified Green’s functions and the

harmonic measures. It is clear that the function on the right-hand side of (3.25) is
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harmonic everywhere in D except for the same logarithmic singularity at z = α as

the modified Green’s function Gj(z;α). Also, for z ∈ ∂D0, this function vanishes

since G0(z;α) and the harmonic measures {σj(z)|j = 1, ..., N} vanish there. But

furthermore, this function vanishes on each of the N other boundaries {∂Dj |j =

1, ..., N} since for j = 1, ..., N , for z ∈ ∂Dj G0(z;α) = γ0j while −γ0jσj(z) = −γ0j .

So we have described how for a general domain D, in terms of its modified Green’s

functions one can construct its harmonic measures and then its first kind Green’s

function. Thus, it remains to find explicit formulae for the modified Green’s func-

tions of D.

3.5 Conformal invariance of Green’s functions.

But now suppose that z(ζ) is a one-to-one conformal map of a domain Dζ in a

ζ-plane onto a domain D in a z-plane, where the boundary of Dζ maps onto the

boundary of D. Suppose that G(ζ)(ζ, α) is the first kind Green’s function of Dζ

with a singularity at α ∈ Dζ . Then it is straightforward to show that the first kind

Green’s function G(z, zα) of D with a singularity at zα = z(α) is given by

G(z, zα) = G
(ζ)(ζ(z);α) (3.26)

where ζ = ζ(z) is the inverse of the one-to-one conformal mapping of Dζ onto D.

Thus, if we can construct Green’s functions for some canonical class of domains,

formulae for Green’s functions for general multiply connected domains follow up to

conformal mappings. We shall construct Green’s functions for multiply connected

circular domains. We shall do this by deriving explicit formulae for their modified

Green’s functions and then using the construction described in §3.4.

3.6 Green’s functions of circular domains.

Let Dζ be a circular domain of our chosen form bounded by the unit circle C0 and

N other circles {Cj |j = 1, ..., N} in the interior of C0. As usual, label the associated

Schottky group generated by N Möbius maps of the form (1.6) as Θ. And recall
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that for j = 0, 1, ..., N , denoting the reflection of Dζ in Cj by D̂
(j)
ζ , the region F

(j)

consisting of Dζ and D̂
(j)
ζ is a fundamental region of Θ. Finally, recall we may

construct the prime function ω(ζ, γ).

3.6.1 Modified Green’s functions of a circular domain.

It will now be argued that for j = 0, 1, ..., N an explicit expression for the modified

Green’s function Gj(ζ;α) is

Gj(ζ;α) = −
1

2
log

∣
∣
∣
∣
ω(ζ, α)ω(φj(ζ), φj(α))

ω(ζ, φj(α))ω(φj(ζ), α)

∣
∣
∣
∣. (3.27)

where recall the function φj(ζ) is defined as in (A.5), so that φj(ζ̄) is the reflection

of ζ in Cj . It follows that the analytic extension G̃j(ζ;α) of this modified Green’s

function is given by

G̃j(ζ;α) = −
1

2
log

(
ω(ζ, α)ω(φj(ζ), φj(α))

ω(ζ, φj(ᾱ))ω(φj(ζ), ᾱ)

)

. (3.28)

Let us prove the that the representation (3.27) for the modified Green’s function

Gj(ζ;α) is correct. First define for j = 0, 1, ..., N the functions

R̂j(ζ;α) =
ω(ζ, α)

ω(ζ, φj(ᾱ))
(3.29)

It is clear from the properties of the prime function ω(ζ, γ) that for j = 0, 1, ..., N ,

R̂j(ζ;α) has the following properties. First, it is analytic everywhere in Dζ with a

single isolated simple zero at ζ = α. It has a simple pole at ζ = φj(ζ̄) but since α lies

in Dζ , then φj(ζ̄) lies outside Dζ , in fact φj(ζ̄) lies in D̂
(j)
ζ . For θ a non-identity map

in Θ, R̂j(ζ;α) also has a simple zero at ζ = θ(α) and a simple pole at ζ = θ(φj(ζ̄)).

However, these points lie in the image θ(F (j)) of the fundamental region F (j) of Θ,

and hence in particular lie outside Dζ . Thus, the zero at ζ = α and the pole at

ζ = φj(ζ̄) are the only zeros and poles of R̂j(ζ;α) in the fundamental region F
(j)

of Θ. It is clear that if R̂j(ζ;α) is multiplied by a factor independent of ζ (but not

necessarily α) then the resulting function still has these properties. It can in fact be

shown that for j = 0, 1..., N , the function

ω(φj(ζ), φj(α))

ω(φj(ζ), α)
(3.30)

47



is simply R̂j(ζ;α) multiplied by a factor independent of ζ. A proof of this is given

in §F.1. Thus,

Rj(ζ;α) =

(
ω(ζ, α)ω(φj(ζ), φj(α))

ω(ζ, φj(ᾱ))ω(φj(ζ), ᾱ)

)1/2

(3.31)

is also R̂j(ζ;α) multiplied by a factor independent of ζ.

So for j = 0, 1..., N ,

− log |Rj(ζ;α)| (3.32)

is harmonic in Dζ except for a logarithmic singularity at ζ = α. And in the neigh-

bourhood of this point we have

− log |Rj(ζ;α)| = − log |ζ − α|+O(1), (3.33)

In fact, as we shall now show, Rj(ζ;α) is the correct multiple of R̂j(ζ;α) such

that for j = 0, 1, ..., N , (3.32) satisfies the boundary conditions (3.5), (3.7), (3.7)

required of the modified Green’s functions of Dζ . First, it is shown in §F.2 that for

k = 0, 1, ..., N , for ζ on the circle Ck,

|Rj(ζ;α)| =

∣
∣
∣
∣
Vj(φj(ᾱ), α)

Vk(φj(ᾱ), α)

∣
∣
∣
∣

1/2

. (3.34)

where recall Vj(γ1, γ2) is given by (1.43) and we adopt the convention that V0(ζ, α) ≡

1. It is immediate that for ζ on Cj , |Rj(ζ;α)| = 1 and so − log |Rj(ζ;α)| = 0 as

required. Furthermore, for ζ on Ck, k 6= j, we have

− log |Rj(ζ;α)| = −
1

2
log

∣
∣
∣
∣
Vj(φj(ᾱ), α)

Vk(φj(ᾱ), α)

∣
∣
∣
∣ (3.35)

which is independent of ζ. Finally note that from (3.21) it follows that for k =

0, 1, ..., N , ∮

∂Ck

∂Gj

∂n
ds = Im[[G̃j ]Ck ] (3.36)

where [G̃j ]Ck denotes the change in G̃j on traversing the circle Ck. Thus it is required

that

Im[[G̃j ]Ck ] = 0 for k = 0, 1, ..., N, k 6= j. (3.37)

Consider now Rj(ζ;α) given by (3.31). In the fundamental region F
(j) associated

with the Schottky group Θ, Rj(ζ;α) has precisely two logarithmic singularities of

equal and opposite strength: one at ζ = α in Dζ , the other at ζ = φj(ᾱ) in D̂
(j). A
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natural way to define a branch of Rj(ζ;α) is therefore to join by a branch cut this

pair of logarithmic singularities in the fundamental region, and furthermore for θ a

non-identity map in Θ, to join θ(α) and θ(φj(ᾱ)). It follows that for k = 0, 1, ..., N

the change in Rj(ζ;α) on traversing Ck is zero for all k except k = j. Hence, Rj(ζ;α)

satisfies the remaining condition (3.37).

Thus we have demonstrated that for j = 0, 1, ..., N , the function (3.32) satisfies all

the defining properties of the modified Green’s functions of Dζ . It is straightforward

to show that any function satisfying these properties is unique. Indeed, if there are

two functions with these properties then their difference is harmonic everywhere in

Dζ including at α, and zero on the whole boundary of Dζ . Hence the difference

is identically zero in Dζ by the minimum and maximum principles for harmonic

functions ([53]).

Note finally that for j, k = 0, 1, ..., N , the values γj,k(α) of (3.6) for the modified

Green’s functions of the circular domain Dζ are given by (3.35), i.e.

γj,k(α) = −
1

2
log

∣
∣
∣
∣
Vj(φj(ᾱ), α)

Vk(φj(ᾱ), α)

∣
∣
∣
∣ (3.38)

Note that in the special case of j = 0, the circle C0 is the circle |ζ| = 1 so that

φ0(ζ) = ζ
−1 and so the function G0(ζ, α) takes the form

G0(ζ;α) = −
1

2
log

∣
∣
∣
∣
ω(ζ, α)ω(ζ−1, α−1)

ω(ζ, ᾱ−1)ω(ζ−1, ᾱ)

∣
∣
∣
∣ (3.39)

which, on use of (1.62), reduces to

G0(ζ;α) = − log

∣
∣
∣
∣
ω(ζ, α)

αω(ζ, ᾱ−1)

∣
∣
∣
∣. (3.40)

Its analytic extension is then simply

G̃0(ζ;α) = − log

(
ω(ζ, α)

|α|ω(ζ, ᾱ−1)

)

. (3.41)

3.6.2 First kind Green’s function of a circular domain.

Having derived explicit formulae for the modified Green’s functions of a circular

domain we now use these to construct an explicit formula for its first kind Green’s

function as described in §3.4.
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First we define for j = 1, ..., N ,

σ̂j(ζ;α) = G0(ζ;α)−Gj(ζ;α) + γj,0(α) (3.42)

where now the modified Green’s functions {Gj(ζ;α)|j = 0, 1, ..., N} are given ex-

plicitly by (3.27) and {γj,0(α)|j = 1, ..., N} are given by (3.38). Then the harmonic

measures {σl(z;α)|l = 1, ..., N} are given by

σl(z;α) =
N∑

j=1

aj,l(α)σ̂j(ζ;α) (3.43)

where for j, l = 1, ..., N , aj,l(α) is the entry in the j-th row and l-th column of

the inverse of the NxN matrix whose entry in the k-th row and j-th column for

k, j = 1, ..., N is given by

bk,j(α) = γ0,k(α)− γj,k(α) + γj,0(α) (3.44)

Note that from (3.38) it follows that

bk,j(α) =
1

2
log

∣
∣
∣
∣
Vk(φ0(ᾱ), α)

Vk(φj(ᾱ), α)

∣
∣
∣
∣

=
1

2
log |Vk(ᾱ

−1, φj(ᾱ))|

=
1

2
log |Vk(ᾱ

−1, θj(ᾱ
−1))|

=
1

2
log |Tk,j |

(3.45)

where the third equality follows from (1.4) and the fourth equality follows from

(1.45). Tk,j is given by (1.46). Note that Tk,j is in fact independent of α and

depends only on the parameters {qj , δj |j = 1, .., N} defining the circular domain

Dζ .

Note incidentally that the harmonic measure σ0(z;α) of Dζ is given by (3.23) in

terms of σl(z;α), l = 1, ..., N .

Finally, the explicit formula for the first kind Green’s function of Dζ is given by

(3.25). Note that all the geometrical information on the shape of the circular domain

Dζ is encoded in this formula by the prime function ω(ζ, γ).
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3.6.3 The simply connected case.

It is instructive to see how the general theory just presented reduces to perhaps more

familiar formulas in the simply connected case. In this case the circular domain Dζ

is just the disc bounded by the unit circle C0 centred on the origin. In this case Dζ

has just one boundary component and so it has just one modified Green’s function

which is also its first kind Green’s function. From (3.40) this is given by

G(ζ;α) = G0(ζ;α)

= − log

∣
∣
∣
∣
ω(ζ, α)

αω(ζ, ᾱ−1)

∣
∣
∣
∣

= − log

∣
∣
∣
∣

ζ − α
α(ζ − ᾱ−1)

∣
∣
∣
∣

(3.46)

where the last equality follows from the fact that in this case the prime function

reduces simply to ω(ζ, γ) = ζ − γ. It is straightforward to check that for |ζ| = 1,
∣
∣
∣
∣

ζ − α
α(ζ − ᾱ−1)

∣
∣
∣
∣ = 1 (3.47)

so that the function given by (3.46) vanishes on the boundary of Dζ as required.

3.6.4 The doubly connected case.

We now present details of a doubly connected case. Consider the circular domain

which is the annulus bounded by the circles |ζ| = 1 and |ζ| = q for some q < 1,

denoted respectively C0 and C1. The Schottky group we construct from such a

circular domain is as in §1.5.1. In particular, recall that the associated prime function

ω(ζ, γ) can be written in terms of the function P (ζ, q) which is defined by (1.90). It

follows that in this case

G0(ζ, α) = −
1

2
log

∣
∣
∣
∣
ω(ζ, α)ω(ζ−1, α−1)

ω(ζ, ᾱ−1)ω(ζ−1, ᾱ)

∣
∣
∣
∣ = −

1

2
log

∣
∣
∣
∣
P (ζα−1, q)P (αζ−1, q)

P (ζᾱ, q)P (ζ−1ᾱ−1, q)

∣
∣
∣
∣,

G1(ζ, α) = −
1

2
log

∣
∣
∣
∣
ω(ζ, α)ω(q2ζ−1, q2α−1)

ω(ζ, q2ᾱ−1)ω(q2ζ−1, ᾱ)

∣
∣
∣
∣ = −

1

2
log

∣
∣
∣
∣

P (ζα−1, q)P (αζ−1, q)

P (ζᾱq−2, q)P (q2ζ−1ᾱ−1, q)

∣
∣
∣
∣.

(3.48)

Also, it can be shown that the harmonic measure σ1(ζ) of Dζ which takes the value

1 on C1 and 0 on C0 is given by

σ1(ζ) =
log |ζ|
log q

. (3.49)
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Finally, the first-kind Green’s function of Dζ is given by

G(ζ, α) = −
1

2π

(

log

∣
∣
∣
∣
αP (ζα−1, q)

P (ζᾱ, q)

∣
∣
∣
∣− log |α|

log |ζ|
log q

)

(3.50)

3.7 Examples.

In this section we present evidence of numerical computation of the above formulae

for Green’s functions of multiply connected domains. Figures 3.1 and 3.2 show the

contours of the Green’s functions of circular domains of the form of Dζ . Figures

3.3–3.8 show the contours of the Green’s functions of other multiply connected do-

mains constructed as the image under a conformal map of such circular domains.

The conformal maps to the domains in figures 3.3 and 3.4 are simply Möbius maps.

However, the conformal maps to the slit domains in figures 3.5–3.8 are more com-

plicated. These maps are described in §G.2.

Note that in the left of all these figures are shown the critical “separatrix” contours

which separate the domain into qualitatively distinct contour types. Points at which

these critical contours intersect themselves are referred to as critical points of the

Green’s function. Note that in all these examples the domain is triply connected

and the Green’s function exhibits two critical points. This is consistent with the

general result ([55]) that the Green’s function of an (N + 1)-connected domain has

precisely N critical points in the domain.

3.8 A numerical check.

It is important to give some quantitative validation of our new construction of

Green’s functions. Note that Shen, Strang and Wathen [66] have studied the Green’s

functions of domains of the type shown in figures 3.5–3.8 bounded by slits in a line.

At points in the intervals between the slits, the Green’s function may be expressed

in terms of formulae first stated by Widom [70] which were derived from Schwarz-

Christoffel mappings. Based on this formulation, Shen et al [66] have developed a

means for determining the positions of the critical points of the Green’s function of

such slit domains. This method is now briefly described. Then as an independent
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Fig. 3.1: Domain bounded by the unit circle and circles of radius 0.1 centred at
±0.5. The singularity is at 0.4i.
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Fig. 3.2: Domain bounded by the unit circle and circles of radius 0.1 centred at
±0.5. The singularity is at 0.4(1 + i).
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Fig. 3.3: Domain exterior to three circles each of radius 0.5 centred at ±2 and 0.
The singularity is at infinity.
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Fig. 3.4: Domain exterior to three circles each of radius 0.5 centred at ±2 and 0.
The singularity is at 0.5(1− i).
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Fig. 3.5: Domain exterior to three slits between [−1,−0.5],[−0.2, 0.2] and [0.5, 1].
The singularity is at infinity.
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Fig. 3.6: Domain exterior to three slits between [−1,−0.5],[−0.2, 0.2] and [0.5, 1].
The singularity is at −0.1513i (whose pre-image in the ζ-plane is ζ = 0.5i).
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Fig. 3.7: Domain exterior to three slits between [−1,−0.8],[−0.1, 0.1] and [0.8, 1].
The singularity is at infinity.
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Fig. 3.8: Domain exterior to three slits between [−1,−0.2],[−0.1, 0.1] and [0.2, 1].
The singularity is at infinity.
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check on our formulae for Green’s functions stated above, we shall compare the val-

ues for the critical points of the Green’s functions of such slit domains computed

using both our formulae and this alternative method.

Consider a set of N+1 disjoint slits [−1, a1], [b1, a2], ..., [bN−1, aN ], [bN , 1] on the real

axis. The region exterior to these slits is a (N + 1)-connected domain. Recall as

stated above the general result on Green’s functions in multiply connected domains

which says that the Green’s function of an (N+1)-connected domain D has precisely

N critical points in D (see [55]). Let {ςk|k = 1, ..., N} be the critical points of

the Green’s function associated with the domain exterior to these slits. Define

polynomials

Q(z) = (z2 − 1)
N∏

k=1

(z − ak)(z − bk),

P (z) =
N∏

k=1

(z − ςk) ≡ z
N − c1z

N−1 − c2zN−2 − ...− cN

(3.51)

Let {Ik|k = 1, ..., N} denote the N gaps between the slits, so for example I1 denotes

the interval of the real axis given by [a1, b1]. Then, according to Theorem 3 of [66],

if we define an NxN matrix M and a Nx1 column vector b by

Mjk =

∫

Ij

tN−kdt
√
Q(t)

, bj =

∫

Ij

tNdt
√
Q(t)

(3.52)

then the vector c ≡ (c1, c2, ..., cN )T solves the linear system Mc = b. Having solved

for c, the values {ςk|k = 1, ..., N} can then be determined.

The following table gives data for a symmetric distribution of three slits [−1,−b], [−a, a], [b, 1]

along the real axis together with the position, ς1, of one of the two critical points

in this case (by symmetry, the other critical point is at −ς1). The values of the

second column of the table are computed using our new Green’s function formu-

las presented above and Newton’s method to find the zero of the derivative of this

Green’s function in the gaps between the slits. The values of the third column are

computed using the formulas of Shen et al [66]. In all cases, agreement to several

decimal places of accuracy is found.

57



Geometry (a, b) New method σ1 Shen et al σ1,

(0.1, 0.2) 0.150077 0.150067

(0.1, 0.3) 0.200123 0.200119

(0.1, 0.4) 0.250416 0.250414

(0.1, 0.5) 0.301591 0.301591

(0.1, 0.6) 0.473644 0.473644

(0.1, 0.7) 0.550757 0.550757

Table 2. Comparison of critical point positions of differing right-left symmetric

distributions of three equipotential slits on the real axis.

Table 3 gives the data for a symmetric distribution of five slits [−1,−d], [−c,−b],

[−a, a], [b, c] and [d, 1] along the real axis and the positions σ1 (between a and b)

and σ2 (between c and d) of the critical points in the gap-intervals as calculated by

our formulae above and by the formulae of Shen et al [66]. Again, there is good

agreement to several decimal places.

Geometry (a, b, c, d) New method (σ1, σ2) Shen et al (σ1, σ2)

(0.05, 0.15, 0.25, 0.35) (0.100161, 0.299993) (0.100071, 0.299885)

(0.1,0.35,0.55, 0.8) (0.226884, 0.683378) (0.226896, 0.683390)

(0.18, 0.23, 0.59, 0.64) (0.205137, 0.613791) (0.205067, 0.615306)

Table 3. Comparison of critical point positions of differing right-left symmetric

distributions of five equipotential slits on the real axis.

3.9 Summary

We have constructed explicit formulae for the modified Green’s functions, harmonic

measures and first kind Green’s function of a multiply connected circular domain.

Formulae for the Green’s function of more general multiply connected domains fol-

low using conformal mapping. Numerical checks against alternative independent

formulations validate our formulae.
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C H A P T E R 4

Mappings to canonical domains.

4.1 Introduction.

The theory of Green’s functions has underlying connections with the theory of con-

formal mappings to multiply-connected domains of certain canonical classes. These

connections were first made by Koebe [49] and are described for example in [54] and

[62]. However, explicit formulae for these conformal maps do not seem to appear in

the existing literature. In this chapter we shall use the explicit representations for

the Green’s functions presented in the previous chapter to construct such formulae.

Note that these formulae are also presented in [29].

As referred to in §1.1 there are a number of canonical classes of multiply connected

domains other than circular domains. Each is characterized by different geometries

which make it more suited to particular situations than others. The most common of

these are found listed in standard texts on function theory and conformal mapping

such as [54] and [62]. The five most important are, for domains of connectivity

N + 1, N ≥ 0: (a) the region bounded by a circle with N enclosed circular arc slits

all centred on the centre of the circle; (b) the region bounded by a concentric circular

ring with N − 1 concentric circular arc slits between the two circumferences of the

ring; (c) the circular arc domain bounded by N + 1 circular arc slits all centred on

the origin; (d) the parallel slit domain bounded by N + 1 finite-length slits aligned

at the same angle to the real axis; (e) the radial slit domain bounded by N + 1

finite-length slits lying on rays emanating from the origin.

It is very useful to have explicit formulae for the conformal maps from an arbitrary

domain onto the conformally equivalent domain of each of these classes. Or, which

is almost as desirable, is to have explicit formulae for the conformal maps between

conformally equivalent domains of each of these classes so that given an arbitrary
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domain if one can determine, possibly by numerical means, a conformal map to a do-

main of one of these classes then the conformal maps to domains of each of the other

classes follow easily. Such formulae do not however appear to be documented. How-

ever, as referred to above, it turns out that these maps may in fact be constructed

using modified Green’s functions [54],[62]. We shall in fact explicitly construct con-

formal maps from a general circular domain to domains of the classes (a)–(e) just

described using the modified Green’s functions associated with the circular domain.

4.2 Mathematical formulation.

Let Dζ be the usual circular domain bounded by the circle |ζ| = 1 which we label

C0 and N other circles {Cj |j = 1, ..., N} in the interior of C0. As usual we can

construct an associated Schottky group Θ generated by N Möbius maps of the form

(1.6). And recall that for j = 0, 1, ..., N , denoting the reflection of Dζ in Cj by D̂
(j)
ζ ,

the region F (j) consisting of Dζ and D̂
(j)
ζ is a fundamental region of Θ. Finally we

may construct the prime function ω(ζ, γ).

Recall, we may express each of the N + 1 modified Green’s functions Gj(ζ;α) of

Dζ in the form (3.27), j = 0, 1, ..., N . The analytic extension of Gj(ζ;α) is G̃j(ζ;α)

which is given by (3.28).

4.2.1 The circle with concentric circular slits.

For j = 0, 1, ..., N , let Rj(ζ;α) denote the conformal map from Dζ to the region

bounded by an outer circle and M inner concentric circular slits, where Cj maps to

the outer circle and the point ζ = α maps to the origin. It can be shown ([54],[62])

that in terms of G̃j(ζ;α) we have

Rj(ζ;α) = exp(−G̃j(ζ;α)), (4.1)

so that from (3.28) we have

Rj(ζ;α) =

(
ω(ζ, α)ω(φj(ζ), φj(α))

ω(ζ, φj(ᾱ))ω(φj(ζ), ᾱ)

)1/2
. (4.2)
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The mappings (4.2) have been normalized to take the boundary circle Cj to the unit

circle in the image domain.

Note that in the special case j = 0, (4.2) simplifies to

R0(ζ;α) =
1

|α|
ω(ζ, α)

ω(ζ, ᾱ−1)
. (4.3)

4.2.2 The circular ring with concentric circular slits

Let Sij(ζ) denote a conformal mapping which maps Ci and Cj respectively onto

the outer and inner circumferences of a circular ring domain while the remaining

N−1 circles boundingD are mapped to circular arc slits between these two bounding

circumferences. It can be shown ([54]) that in terms of the modified Green’s functions

of Dζ

Sij(ζ) = exp(G̃j(ζ;α)− G̃i(ζ;α)) (4.4)

4.2.3 The circular slit domain.

Let P (ζ;α, β) be the conformal mapping from Dζ to a circular slit domain where

the point ζ = α maps to the origin and the point ζ = β maps to infinity. Following

Schiffer [62], the required mapping is given by

P (ζ;α, β) =
exp(−G̃j(ζ;α))

exp(−G̃j(ζ;β))
(4.5)

Any of the N + 1 modified Green’s functions {G̃j(ζ;α)|j = 0, 1..., N} can be used

in these formulas but let us use G̃0(ζ;α) which is given by the simple form (3.41).

An explicit formula for the required mapping is thus

P (ζ;α, β) =
ω(ζ, α)ω(ζ, β̄−1)

ω(ζ, β)ω(ζ, ᾱ−1)
(4.6)
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4.2.4 The parallel slit domain

Consider the conformal mapping from Dζ to a parallel slit domain where each slit

makes an angle χ to the real axis in the image domain. Each boundary circle of Dζ

maps to a different slit. Suppose the point ζ = α is the point mapping to infinity.

Let this conformal mapping be φχ(ζ;α). It is shown in Schiffer [62] that such a

mapping is given by

φχ(ζ;α) = e
iχ [cosχφ(ζ;α)− i sinχψ(ζ;α)] (4.7)

where

φ(ζ;α) =
1

i

∂

∂y0
G̃j(ζ;α), ψ(ζ;α) =

∂

∂x0
G̃j(ζ;α) (4.8)

with α = x0+iy0. Note that any of theN+1 modified Green’s functions {G̃j(ζ;α)|j =

0, 1..., N} can be used in these formulas but let us use G̃0(ζ;α) which is given by

the simple form (3.41). By a simple change of variables, (4.8) can also be written

φ(ζ;α) = −

(
∂

∂ᾱ
−

∂

∂α

)

G̃0(ζ;α), ψ(ζ;α) =

(
∂

∂ᾱ
+

∂

∂α

)

G̃0(ζ;α) (4.9)

so that (4.7) takes the form

φχ(ζ;α) =

[
∂

∂α
− e2iχ

∂

∂ᾱ

]

G̃0(ζ;α). (4.10)

From (3.41) it follows that

∂G̃0(ζ;α)

∂α
=
1

2α
−
ωα(ζ, α)

ω(ζ, α)
,

∂G̃0(ζ;α)

∂ᾱ
=
1

2ᾱ
−
1

ᾱ2
ωα(ζ, ᾱ

−1)

ω(ζ, ᾱ−1)

(4.11)

where the notation ωα(ζ, α) denotes the derivative of ω(ζ, α) with respect to its

second argument. Combining all this leads to the final formula

φχ(ζ;α) = −e
2iχ

(
1

2ᾱ
−
1

ᾱ2
ωα(ζ, ᾱ

−1)

ω(ζ, ᾱ−1)

)

+
1

2α
−
ωα(ζ, α)

ω(ζ, α)
. (4.12)

4.2.5 The radial slit domain.

Let Q(ζ;α, β) be the conformal mapping from Dζ to a radial slit domain where the

point ζ = α maps to the origin and the point ζ = β maps to infinity. Neither Nehari

62



[54] nor Schiffer [62] give a simple way to construct this mapping from the modified

Green’s functions, but it turns out to be given by

Q(ζ;α, β) =
ω(ζ, α)ω(ζ, ᾱ−1)

ω(ζ, β)ω(ζ, β̄−1)
. (4.13)

To establish this, the formulae (1.62), (1.9) and (1.49) can be used to demonstrate

that, on each boundary circle {Cj |j = 0, 1, ...,M}, the argument of Q(ζ;α, β) is

constant (this is easily done by computing Q(ζ;α, β) on each circle and showing

that it is proportional to Q(ζ;α, β)). This shows that the images of each circle are

rays emanating from the origin. Then, standard arguments based on the argument

principle can be used to show the univalency of the mapping on use of the fact that

it has just one zero and one pole inside the original circular domain.

4.3 Examples.

As illustrative examples of the above mapping formulas in action, Figure 4.1 shows

the case of an arbitrarily chosen triply connected circular domain and its images

under the five mappings of §4.2.1–4.2.5. Figure 4.2 shows the case of a quadruply

connected domain.
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Fig. 4.1: Conformal mappings from a triply connected circular domain with pa-
rameters δ1 = 0.4, q1 = 0.075, δ2 = 0.5e

3πi/4, q2 = 0.075 with parameters χ = π/4,
α = −0.15 and β = 0.1 to five types of conformally equivalent slit domains.
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Fig. 4.2: Conformal mappings from a quadruply connected circular domain with
parameters δ1 = 0.4, q1 = 0.075, δ2 = 0.5i, q2 = 0.05, δ3 = 0.4e

5πi/4, q4 = 0.05 with
parameters χ = π/4, α = −0.15 and β = 0.1 to the five types of conformally
equivalent slit domains.
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C H A P T E R 5

Applications to fluid dynamics

In this chapter we present some applications to fluid dynamics of the theory pre-

sented in the previous chapters .

5.1 Multiply connected quadrature domains.

In this section we consider a particular class of domains known as quadrature do-

mains. An excellent introduction to quadrature domains with an extensive bibliog-

raphy on the the subject is given by [41].

The simplest example of a quadrature domain is a disc. Recall the well known result

referred to as the “mean value theorem” [1] which states that for a disc D in a z-

plane with centre z = a and radius r, for any function h(z) integrable and analytic

in D ∫ ∫

D

h(z)dxdy = πr2h(a), (5.1)

where z = x + iy. Thus the two-dimensional integral on the left-hand side of (5.1)

reduces simply to the evaluation of the integrand at a single point. General quadra-

ture domains are characterized by special integration properties such as (5.1) which

are referred to as quadrature identities. A classical quadrature domain D is a special

type of quadrature domain whose quadrature identity is of the form that for any

function h(z) integrable and analytic in D,

∫ ∫

D

h(z)dxdy =
M∑

k=1

nk−1∑

j=0

ck,jh
(j)(zk) (5.2)

where {zk|k = 1, ...,M} is some set of points in D, h(j) denotes the j-th derivative

of h, and ck,j ∈ C, and M,nk ∈ Z. That is, the two-dimensional integral on the left-

hand side of (5.2) reduces simply to the evaluation of the integrand and derivatives

of the integrand at a finite set of points in D. Thus for example, a disc is a classical

quadrature domain.
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Quadrature domains are interesting in their own right, but they also happen to be

relevant to the mathematical study of a wide range of physical problems, particularly

in fluid dynamics. An account of such applications is given by [21]. These include

Hele-Shaw flows, free surface Stokes flows, free surface Euler flows, viscous sintering

and vortical flows. Indeed, later in this chapter we shall present a new class of

equilibrium vorticity distributions of planar flows of ideal inviscid fluids obtained

using quadrature domain theory.

All this motivates our interest in quadrature domains. In particular, we consider

the problem of finding explicit formulae describing quadrature domains of arbitrary

multiple (finite) connectivity N . Most of the existing literature consists only of the

cases N = 1 and N = 2. One way of parameterizing any domain is in terms of a

conformal map from a domain of some canonical class of the same connectivity. We

choose the canonical class of circular domains which we have so far been studying.

It turns out that the conformal map from such a circular domain Dζ to a quadrature

domain D of the same connectivity N ≥ 1 is a function which is automorphic with

respect to the Schottky group Θ constructed from Dζ as in chapter 1. In chapter

2 we describe how to represent such functions explicitly for any finite N . Thus we

may use these formulae to parameterize quadrature domains of any finite multiple

connectivity. A range of explicit examples are presented to demonstrate the efficacy

of this method.

But parameterization in terms of conformal mappings is not the only means of

constructing quadrature domains. It turns out that the boundary of a quadrature

domain is an algebraic curve [4] and based on this fact Crowdy [16] has presented

yet another alternative method. For purposes of comparison we have constructed

quadrature domains using conformal maps as well as this algebraic curve method.

5.1.1 Properties of a conformal mapping from a circular domain to

a quadrature domain.

Any domain is the image under a conformal map of a circular domain. In this

section we shall describe the properties of a conformal map from a circular domain

to a quadrature domain. In particular, we shall show that given a circular domain
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Dζ of our chosen form described in chapter 1, with associated Schottky group Θ and

a fundamental region F , the image D of Dζ under a conformal map z(ζ) which is

automorphic with respect to Θ and meromorphic in F , is a quadrature domain.

To begin, consider a general domain D (not assumed to be a quadrature domain) of

connectivity (N+1) in the z-plane bounded by analytic curves {∂Di|i = 0, 1, ..., N}.

Denote the complete boundary of D given by ∪Ni=0∂Di as ∂D. For i = 0, 1, ..., N

label as Di the region bounded by ∂Di disjoint from D. We sometimes refer to these

regions as the “holes” of D. Now consider D as the image under a conformal map

z(ζ) from our (N +1)-connected circular domain Dζ in a ζ-plane. Suppose that for

i = 0, 1, ..., N , Ci maps to ∂Di.

Now consider an integral over D of the form appearing on the left-hand side of (5.2).

That is ∫ ∫

D

h(z)dxdy, (5.3)

where h(z) is integrable and analytic in D. Using Green’s theorem, this is equal to

1

2i

∮

∂D

h(z)zdz. (5.4)

And we may write this as

1

2i

N∑

j=0

∮

∂Dj

h(z)zdz. (5.5)

Now note that for any analytic curve C there exists a function S(z) known as its

Schwarz function which satisfies

S(z) = z, (5.6)

for any point z on C, and which is analytic in a neighbourhood of C ([32]).

For j = 0, 1, ..., N let Sj(z) denote the Schwarz function of ∂Dj . Thus we can write

(5.5) as

1

2i

N∑

j=0

∮

∂Dj

h(z)Sj(z)dz. (5.7)

Now parameterizing in terms of ζ we have,

z = z(ζ) = z(ζ) (5.8)
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where we define

z(ζ) = z(ζ̄) (5.9)

Now, for ζ on C0,

ζ = ζ−1, (5.10)

and for ζ on Cj , from (A.7) and (1.4)

ζ = φj(ζ) = θj(ζ
−1). (5.11)

So, on ∂D0,

z = z(ζ−1), ζ ∈ C0 (5.12)

And on ∂Dj ,

z = z(θ(ζ−1)), ζ ∈ Cj (5.13)

So we deduce,

S0(z) = z(ζ
−1)

Sj(z) = z(θj(ζ
−1)), j = 1, ..., N

(5.14)

where note that for ζ in Dζ or on its boundary, ζ = ζ(z) defines some function of z,

which is analytic for z in and on the boundary of D, so that the expressions on the

right-hand sides of (5.14) are indeed functions of z.

Now suppose that z(ζ) is automorphic with respect to the Schottky group Θ. Then

for j = 1, ..., N ,

z(ζ) = z(θj(ζ)), (5.15)

and

Sj(z) = z(θj(ζ
−1))

= z(θj(ζ
−1
))

= z(ζ
−1
)

= z(ζ−1)

= S0(z)

(5.16)

So we deduce

S0(z) = S1(z) = ... = SN (z) = S(z) say, (5.17)
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where we define

S(z) = z(ζ−1). (5.18)

So then we can write (5.7) as

1

2i

∮

∂D

h(z)S(z)dz. (5.19)

where ∂D denotes the whole boundary of D.

Now note that z(ζ) is conformal in Dζ and thus meromorphic in this domain. But

furthermore suppose that z(ζ) is also meromorphic in D̂ζ , and thus everywhere in

the fundamental region F . Then clearly z(ζ
−1
) is meromorphic for ζ ∈ Dζ , since

for ζ ∈ Dζ , ζ
−1
is contained in D̂ζ . Thus z(ζ

−1) is meromorphic for ζ ∈ Dζ , and

hence S(z) is meromorphic for z ∈ D. But then the integrand h(z)S(z) in (5.19) is

analytic in D except for the singularities of S(z) which are just poles. Hence we can

simply apply the residue theorem [1] and so (5.19) and hence (5.3) simply reduce to

a discrete sum of the form on the right-hand side of (5.2), and so D is a (classical)

quadrature domain.

In particular, suppose the poles of z(ζ) in F are at {αk|k = 1, ...,M}. If D is finite

then these must all be in D̂ζ . Otherwise, if D is infinite, all of these except one

must be in D̂ζ . (Note that since z(ζ) is a conformal map of Dζ onto D, it must map

Dζ onto D in a one-to-one manner, and thus no more than one pole of z(ζ) can be

contained in D.) Suppose αk is a pole of z(ζ) in D̂ζ . Then S(z(ζ)) has a pole at

αk
−1. So let

zk = z(αk
−1) (5.20)

Obviously zk ∈ D. And S(z) has a pole at zk. Suppose αk is a pole of z(ζ) of order

nk (nk a finite integer ≥ 1). Then it follows that S(z) has a pole of order nk at the

point zk. In the neighbourhood of the point zk we have

S(z) =

nk−1∑

j=0

sk,j(z − zk)
−(j+1) +O(1) (5.21)

for some sk,j . Then the corresponding quadrature identity of D is of the form (5.2)

where ck,j = πsk,j , where sk,j is defined by (5.21).

So to summarize the above, given a circular domain Dζ of our chosen form, under a

conformal map z(ζ) which is automorphic with respect to the associated Schottky
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group Θ constructed as in §1.2 and meromorphic in the associated fundamental

region F , the image D of Dζ is a (classical) quadrature domain.

But recall we presented explicit representations for such functions in chapter 2. Thus

we may use these to construct quadrature domains of any finite connectivity. Note

that in the simply-connected case our circular domain Dζ reduces simply to the unit

disc, and as described in (2.2), these functions are simply rational functions. This

agrees with the well-known ([4]) fact that the conformal map from a disc to a simply

connected quadrature domain is a rational function.

5.1.2 Examples

We shall now construct some explicit examples of quadrature domains using the

method described above. These examples have previously been presented in [23].

Most of them have been considered by Richardson [60] in a physical context, namely

singularity-induced Hele-Shaw flows. Singularity-driven flows in a Hele-Shaw cell are

flows induced by injecting fluid in or out of the cell. In this context these quadrature

domains represent connected regions of fluid formed from circular “blobs” of fluid

which have coalesced. These quadrature domains are generalizations of the simple

case of a single circular disc. Note that as a numerical check on our work, com-

putations were checked using constructions of the conformal maps in terms of both

the prime function and Poincaré theta series as described in §2.2.1 and also using a

constructive method proposed by Crowdy [16] which is based on the fact that the

boundary of a quadrature domain is an algebraic curve. Good numerical agreement

was found in all cases.

Example 5.1.1

The quintuply-connected quadrature domain D in Figure 5.1 is the image under

a conformal map z(ζ) of a circular domain Dζ in the ζ-plane bounded by the unit

circle labelled C0, and four circles C1, .., C4 in the interior of C0 where for k = 1, ..., 4

Ck is of radius q centred at δe
i(π/4+(k−1)π/2), where δ is real. The conformal map is

an automorphic function which written in terms of the prime function is of the form
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Fig. 5.1: A quintuply connected quadrature domain constructed using the conformal
map (5.22) constructed in terms of the prime function.

(2.5). Specifically,

z(ζ) = R
ω(ζ, 0)ω4(ζ, β1)ω4(ζ, β2)

ω′(ζ,∞)ω4(ζ, α1)ω4(ζ, α2)
. (5.22)

where α1, β1 are real, and α2, β2 lie on the ray arg[ζ] = π/4. The associated

automorphicity conditions on the zeros and poles of the map are of the form (2.6).

Note that the associated quadrature identity is of the form (5.2) with M = 9 and

nk = 1 for k = 1, ...,M .

Example 5.1.2

The septuply-connected quadrature domain D in Figure 5.2 is the image under a

conformal map z(ζ) of a circular domain Dζ in the ζ-plane bounded by the unit

circle labelled C0, and six circles C1, .., C6 in the interior of C0 where for k = 1, ..., 6

Ck is of radius q centred at δe
i(π/6+(k−1)π/3), where δ is real. The conformal map is

an automorphic function which in terms of the prime function is of the form (2.5).

Specifically,

z(ζ) = R
ω(ζ, 0)ω6(ζ, β1)

ω′(ζ,∞)ω6(ζ, α1)
, (5.23)

where R is a multiplicative constant. The associated automorphicity conditions on

the zeros and poles are of the form (2.6). This automorphic function may also be

represented in terms of Poincaré theta series. Indeed, Figure 5.2 shows the images

of the conformal map represented in the form (5.23) but also in terms of Poincaré

theta series. As can be seen, these images are virtually indistinguishable.
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Fig. 5.2: Septuply connected domain constructed using the prime function (top left)
and Poincaré theta series (top right) at level 2, together with their superposition
(lower).

Example 5.1.3

The quintuply-connected quadrature domain D in Figure 5.3 is the image under a

conformal map z(ζ) of a circular domain Dζ in the ζ-plane bounded by the unit

circle |ζ| = 1 labelled C0, and four circles C1, .., C4 in the interior of C0 where C1 is

also centred on the origin and is of radius q1, while C2 is centred at some point on

the ray arg[ζ] = π
3 and C3 and C4 are the rotations of C2 through 2π/3 and 4π/3

respectively.

The conformal map z(ζ) is an automorphic function which in terms of the prime

function is of the form (2.15) and whose poles and zeros satisfy relations of the form

(2.16) and (2.17). Specifically

z(ζ) =

(

Rζ
∏

θ∈Θ′1

ζ − θ(0)
ζ − θ(∞)

)
ω3(ζ, β1)ω3(ζ, β2)

ω3(ζ, α1)ω3(ζ, α2)
(5.24)

where

θ1(ζ) = q
2
1ζ (5.25)
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Fig. 5.3: Quintuply connected domain constructed using prime function (top left)
and Poincaré theta series (top right) at level 2, with superposition (lower).

is the Möbius map associated with the inner circle C1 centred on the origin, and

R is a multiplicative constant. Also, α1, β1 are real, and α2, β2 lie on the ray

arg[ζ] = π/3.

The image of the conformal map constructed using both conformal mapping methods

is shown in Figure 5.3 along with their superposition. Again, the plots are virtually

indistinguishable. Note that the quadrature identity associated with such a domain

is of the form (5.2) with M = 6 and nk = 1 for k = 1, ...,M .

Example 5.1.4

The quintuply connected quadrature domain D in Figure 5.4 is the image under

a conformal map z(ζ) of a circular domain Dζ in the ζ-plane bounded by the unit

circle labelled C0, and four circles C1, .., C4 in the interior of C0 where for k = 1, ..., 4

Ck is of radius q centred at δe
i(π/4+(k−1)π/2), where δ is real. The conformal map is
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Fig. 5.4: A quintuply connected quadrature domain constructed using conformal
maps in terms of the prime function (top left) and using algebraic curves (top right).
The superposition is shown in the lower diagram.

an automorphic function which in terms of the prime function is of the form (2.5).

Specifically,

z(ζ) = R
ω(ζ, 0)ω4(ζ, β1)

ω′(ζ,∞)ω4(ζ, α1)
. (5.26)

where α1 and β1 are real. The associated automorphicity conditions are of the form

(2.6).

Figure 5.4 shows the quadrature domain constructed as the image under the con-

formal map (5.26) of the circular domain D, and also the same quadrature domain

constructed using the algebraic curve method presented by Crowdy [16]. Again, the

plots are virtually indistinguishable.

To summarize, so far in this section §5.1 we have demonstrated that given a circular

domain Dζ of our chosen form, under a conformal map z(ζ) which is automorphic

with respect to an associated Schottky group Θ and meromorphic in an associated
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fundamental region F , the image of Dζ is a quadrature domain. In chapter 2 we

give explicit representations for such functions, and thus using these we are able to

explicitly construct quadrature domains of any finite connectivity.

5.1.3 Vortical solutions of the Euler equations.

One of the problems of fluid dynamics which can be interpreted in terms of quadra-

ture domain theory is the study of equilibrium vortical solutions of the Euler equa-

tions for two-dimensional flows of ideal inviscid fluids in a completely unbounded

plane. We shall now present explicit formulae describing a new class of such solu-

tions using the results on quadrature domains presented above. These results also

appear in [24] and [25].

The simplest vorticity distributions are those consisting purely of point vortices.

These are describable in terms of explicit mathematical formulae. The next simplest

vorticity distributions are vortex patches by which we mean connected finite-area

regions of constant uniform vorticity surrounded by irrotational flow. Few exact vor-

tex patch equilibrium solutions are known. Perhaps the most famous vortex patch

solution is the Kirchoff elliptical vortex patch ([50]). More complicated vorticity dis-

tributions usually require numerical treatment and cannot be described in terms of

explicit mathematical formulae. While computational methods for vortex dynamics

are highly sophisticated exact solutions are still important. The new equilibrium

vortical solutions we shall present here consist of point vortices and vortex patches

and are described by explicit formulae. Essentially, the unbounded region of irrota-

tional flow exterior to the vortex patches is a quadrature domain, and thus may be

parameterized in terms of a conformal map as described in §5.1. We point out that

these new solutions appear to be the first examples of exact solutions of the Euler

equations involving multiple interacting vortex patches.

We briefly remark that such vortical solutions have applications to physical problems

such as modelling atmospheric flows (see [51] and [7] for example).
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5.1.4 Mathematical formulation.

We consider two-dimensional flows of ideal inviscid fluids. These are of course in-

compressible and may be described in terms of a streamfunction ψ(z, z), which is a

real-valued function. Suppose at an initial instant we have N + 1 mutually disjoint

patches {Di|i = 0, 1, ..., N} in pure solid body rotation with the same vorticity ω,

with the flow in the (N + 1)−connected infinite region D exterior to the patches

purely irrotational except possibly for point vortex singularities. Label the boundary

of Di as ∂Di and the complete boundary of D given by ∪Ni=0∂Di as ∂D.

At this initial instant the patches are rotating about the origin with angular velocity

ω/2. Do there exist such vortical configurations of vortex patches and possibly

point vortices which rotate about the origin with constant angular velocity ω/2 for

all subsequent time without change of form? Suppose we use a frame of reference

which rotates about the origin with this constant angular velocity ω/2. Then in this

frame the configuration of patches and any point vortices must be stationary, and

furthermore, the velocity field at points inside the patches must be zero.

Suppose that in fact D is initially a quadrature domain. Then for i = 0, 1, ..., N

denoting the Schwarz function of ∂Di by Si(z) we have

S0(z) ≡ S1(z) ≡ ... ≡ SN (z) ≡ S(z) (5.27)

for some S(z), where S(z) is meromorphic in D. Suppose that at this initial instant,

the streamfunction for this flow in this rotating frame of reference, is given by:

ψ(z, z) =

{
0 z ∈ Di, i = 0, 1, ...,M

ω
4

(
zz̄ −

∫ z
S(z′)dz′ −

∫ z̄
S(z′)dz′

)
z ∈ D

(5.28)

The associated velocity field is then given by

u− iv ≡ 2iψz(z, z) =

{
0 z ∈ Di, i = 0, 1, ..., N

iω
2 (z − S(z)) z ∈ D

(5.29)

Of course the velocity field must be continuous everywhere in the flow, including at

points along the boundaries of the vortex patches where there is actually a “jump”

in the vorticity field. This means that in this rotating frame of reference, since

the flow inside the patches must actually be stagnant, the velocity field must be
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zero everywhere along the boundaries of the patches. Note that this automatically

guarantees that the boundaries of the patches are streamlines of the flow, and so the

patches do not change shape or position in this rotating frame. But this requirement

is indeed satisfied since recall S(z) = z everywhere on the boundary of D.

Furthermore, it is clear from (5.29) that any singularities of S(z) in D correspond to

flow singularities in D. Since the only flow singularities in D are the point vortices,

then S(z) must be analytic in D except for j = 1, ...,M , for z near zj we must have

u− iv = −
iΓj
2π

1

z − zj
+ terms analytic at zj (5.30)

All that remains is to ensure that in the rotating frame of reference, for j = 1, ...,M

the non-self-induced velocity of the point vortex at zj is zero so that it is stationary.

This leads to M conditions to be satisfied. We shall refer to these conditions as the

stationarity conditions on the point vortices. These stationarity conditions are

stated explicitly in appendix G.

Then in the rotating frame of reference the arrangement of vortex patches and

point vortices will remain fixed. Thus, in the “laboratory” frame of reference, the

arrangement will rotate about the origin with constant angular velocity ω/2 without

change of form. Thus these are equilibrium solutions of the Euler equation, and we

can write down explicit formulae describing them. Formulae for the circulations of

the vortex patches and point vortices can also be written down. These are given in

Appendix H.

Briefly, let us now reinterpret the Rankine vortex solution. This solution consists

of a single vortex patch D1 which is a disc, say centre the origin and radius a,

which is in pure solid body rotation with vorticity ω, with the flow in the region

D exterior to D1 completely irrotational and no point vortices. This is known to

be a equilibrium solution, with D1 rotating about the origin with constant angular

velocity ω/2. Now note that it is well-known that the exterior of a circle (in fact

any ellipse) is a simply-connected quadrature domain. The Schwarz function of the

circle is S(z) = a2z−1. Notice this has no singularities in the region D. Thus the

Rankine vortex is of precisely this class of vortical solutions just described.
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point vortex
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Fig. 5.5: Schematic illustrating the vortex configuration of interest consisting of two
point vortices at ±i and two rotationally-symmetric uniform vortex patches.

Note that Crowdy [19] has already constructed solutions of this form with a single

vortex patch so that the infinite region D is simply connected, but unlike the Rankine

vortex, this patch is surrounded by a distribution of satellite point vortices.

Let us now present some explicit examples of solutions of the form just described.

5.1.5 Solutions with two patches.

The explicit formulae we present in this section for a class of solutions of the form

described above are also presented in [24], and the reader is referred here for further

discussion of these.

Consider at an initial instant, a rotationally symmetric configuration as shown

schematically in Figure 5.5 consisting of two point vortices at z1 = i, z2 = −i,

together with two vortex patches D1 and D2 whose centroids lie on the real axis. In

this case D is doubly connected so we take our circular domain Dζ to be an annulus

ρ < |ζ| < 1, with |ζ| = 1 mapping onto ∂D1 and |ζ| = ρ mapping onto ∂D2. The
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form for z(ζ) is

z(ζ) = R
P (−ζ

√
ρ−1, ρ)P (−ζ

√
ρ, ρ)P (ζ

√
ρ, ρ)

P (ζ
√
ρ−1, ρ)P (ζ

√
ρeiφ, ρ)P (ζ

√
ρe−iφ, ρ)

(5.31)

where φ and R are parameters. A derivation of this map is given in appendix G.

Observe that (5.31) is an automorphic function of the form (2.18). The associated

automorphicity condition is of the form (2.19), and indeed it can be easily checked

that the poles and zeros of (5.31) satisfy this, in fact for any choice of R,ρ and φ.

Thus for any choice of R,ρ and φ, (5.31) represents a function automorphic with

respect to Θ. The only conditions on the parameters R, ρ and φ are that in the

rotating frame of reference the point vortices are at ±i and are stationary. For

a fixed ρ these two conditions force the values of φ and R. We have found that

solutions exist for ρ in the interval

ρ ∈ [0, ρcrit = 0.735] (5.32)

Hence there exists a continuous one-parameter family of equilibria. In the limit

ρ→ 0, it is found that the two vortex patches become invisibly small and essentially

disappear, leaving just the two point vortices. Thus these solutions can be regarded

as continuations of the classical co-rotating point vortex pair. As ρ increases, so does

the size of each vortex patch. As ρ→ ρcrit so the configuration approaches a limiting

state in which the two vortex patches touch at three distinct points, the points of

contact taking the form of three cusp singularities in the patch boundaries. At

ρ = ρcrit, to within numerical accuracy, it is found that the patches touch and enclose

two exactly circular regions of irrotational fluid with the point vortices located at

their centres. To test this, Figure 5.6 shows the critical configuration superposed

with the three circles |z ± i| = 1 and |z| = 2. The boundaries of the limiting

configuration are indistinguishable from these three circles.

This feature of the limiting two-patch solutions suggests that the class of solutions

can be continued even past this limiting state as follows.

Point vortices and vortex patches are related. The circulation of a patch of uniform

vorticity is equal to its area multiplied by its vorticity. A point vortex may be

regarded as the limit of a patch of uniform vorticity of the same circulation as the

area of the patch shrinks to zero while its vorticity tends to infinity in such a way
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Fig. 5.6: Critical configuration for two satellite patches and two satellite point vor-
tices for ρ = ρcrit = 0.735 (drawn in solid lines) shown with the three circles |z±i| = 1
and |z| = 2 superposed (drawn with dashed lines). The solid and dashed curves are
indistinguishable.

that its circulation remains fixed. Conversely, we may regard a vortex patch as a

point vortex of the same circulation whose vorticity has been “smeared out” over a

non-zero area. This is sometimes referred to as “desingularizing”, or “regularizing”

the point vortex. In fact, some equilibrium vorticity distributions involving point

vortices and vortex patches can be continued to different equilibria by continuing

point vortices to vortex patches or vortex patches to point vortices. However, even if

an equilibrium vorticity distribution involving point vortices is describable in explicit

form, any new equilibria found from it by desingularizing point vortices cannot

usually be described explicitly and is normally only obtainable numerically. This is

because it is not always straightforward to see into what shape one should “smear”

the point vortices.

It is conceivable that any of the equilibria of the family of solutions found here could

be continued to different equilibria by desingularizing the point vortices. As stated,

these new equilibria would probably only be obtainable numerically and not in ex-

plicit form. However, in the particular case of the critical equilibria, the streamlines

around each of the point vortices are exactly circular. Furthermore numerical com-

putations (-see [24]) show that in this limiting configuration, the circulations of each

point vortex and each vortex patch become equal, in fact to π. Thus in this case,

replacing each point vortex by a Rankine vortex patch of the same circulation π

the resulting vorticity distribution is an equilibrium, and in fact one which may be

81



described explicitly since the boundaries and vorticities of all the patches are known.

If the radius of one of these Rankine vortices is r then obviously since its circulation

must be π, we deduce it must have vorticity ω(r) where

ωr =
1

r2
. (5.33)

Figure 5.7 shows several configurations for different values of ρ. The seventh diagram

in Figure 5.7 shows the configuration where for both Rankine vortices r = 0.4. r may

of course take any value from 0 up to a maximum of 1 which is when the boundaries

of the Rankine vortex meets the circular boundaries of the satellite patches. When

r = 1, the enclosed Rankine vortex has vorticity 1. But this is of course also the

vorticity of the satellite vortex patches. Hence, if both Rankine vortices have radius

1, then the equilibrium is essentially a single circular Rankine vortex of radius 2,

uniform vorticity ω = 1 and total circulation 4π. This is shown in the eighth diagram

in Figure 5.7.

So we have in fact shown that two classical equilibrium solutions of vortex dynamics,

that is the co-rotating point vortex pair and the Rankine vortex patch, are in fact

connected by a continuous branch of non-trivial vortex equilibria, and moreover,

the entire branch of solutions is describable in explicit mathematical form (although

of course to obtain the intermediate solutions consisting of two point vortices and

two vortex patches, the parameters appearing in these formulae must be determined

numerically).

5.1.6 Solutions with more than two patches.

We can construct similar vortical solutions with more than two patches. The explicit

formulae we present in this section for a class of solutions of this form described above

are also presented in [25], and the reader is referred here for further discussion of

these.

Consider an N -fold rotationally symmetric configuration consisting of N point vor-

tices andN vortex patches {Dj |j = 1, .., N} surrounding an additional central vortex

patch D0. In particular, in the co-rotating frame, the positions of the point vortices
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Fig. 5.7: A continuous branch of rotating vortex arrays connecting the co-rotating
point-vortex pair to the Rankine vortex. The sixth figure is the limiting state of the
solution where ρ = ρcrit and where the two patches develop cusps and touch at 3
distinct points enclosing circular irrotational regions centred on the point vortices.
The last two figures illustrate the desingularization of the point vortices to form a
single Rankine vortex. The circulations Γs and Γsp of respectively the satellite point
vortices and vortex patches are also shown.
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Fig. 5.8: Schematic showing the vortex configurations under consideration in the
case N = 4. A central vortex patch is surrounded by an alternating distribution of
N point vortices and N satellite vortex patches. The central vortex patch is D0, the
N satellite patches are {Dj |j = 1, .., N}.

are {zj |j = 1, ..., N} where

zj = e
2π(j−1)/N , j = 1, .., N, (5.34)

while the centroid of D0 is at the origin and the for j = 1, .., N the centroid of Dj

is on the ray

arg[z] = π(1 + 2(j − 1))/N. (5.35)

Figure 5.8 shows a schematic in the case N = 4. Note that explicit formulae for

similar vortical solutions without a central vortex patch have been derived in [16].

We parameterize the unbounded N + 1-connected region D exterior to the patches

in terms of a conformal map z(ζ) from a circular domain Dζ bounded by the unit

circle |ζ| = 1 labelled C0 and N inner circles which we label {Cj |j = 1, ..., N}, where

for j = 0, 1, ..., N , Cj maps onto ∂Dj . For j = 1, ..., N let δj and qj respectively

denote the centre and radius of the circle Cj . We take

δj = δe
(1+2(j−1))iπ/N , qj = q, for j = 1, .., N. (5.36)

for some real parameters δ and q to be determined.
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We take z(ζ) to be of the form

z(ζ) = R
ω′(ζ,∞)ωN (ζ, β)
ω(ζ, 0)ωN (ζ, α)

(5.37)

where α, β are real parameters and R is a multiplicative constant, and where

ωN (ζ, γ) is a product of N prime functions given by

ωN (ζ, γ) =
N∏

j=1

ω(ζ, γe2πi(j−1)/N ). (5.38)

and where recall we define ω′(ζ,∞) by (1.36). This map has poles and zeros in F

at the points {αj |j = 1, ..., N + 1} and {βj |j = 1, ..., N} respectively. Note that we

require α > 1, β > 1 so that these poles and zeros are contained in D̂ζ rather than

Dζ . z(ζ) also has a pole at ζ = 0 and a zero at ζ =∞.

The map (5.37) depends on the parameters

q, δ, α, β, R. (5.39)

First note that of course we must guarantee that z(ζ) is automorphic with respect

the the Schottky group Θ. Recalling (2.9), note that the poles and zeros of an

automorphic function of the form (5.37) must satisfy conditions of the form (2.10).

In this case, due to symmetry, these conditions are in fact all the same. Also, we

specify that the satellite point vortices are unit distance from the centroid of the

central vortex patch. We need only impose this normalization at one of the point

vortices since by the form of the map (5.37) and the symmetry of Dζ the other point

vortices are symmetrically placed. Also we must satisfy the stationarity conditions

on the point vortices. Due to the symmetry of the vorticity distribution, if in the

co-rotating frame one point vortex is stationary then the others will necessarily be

too, and the stationarity conditions on the point vortices are all the same.

These three conditions are the only conditions we must impose. So we are free to

pick two of the five parameters (5.39), and then the remaining three are determined

by these three conditions.

Vortical solutions of this form have been found to exist for all integers N ≥ 3 (note

that the solutions of [16] were only found to exist for N ≥ 3).
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(c) (2.2)

parameter range for existence of equilibria

cusps form on satellite patches

cusps form on
central patch

Fig. 5.9: (α, q)–parameter space indicating region where equilibria exist in the case
N = 4. The vertical dot-dash line at α = 2.8 shows that solutions exist for q ∈
[0, q

(s)
crit(2.8)]. Typical configurations along this dot-dash line are shown in Figure

5.10. The vertical dot-dash line at α = 2.2 shows that solutions exist for q ∈
[q
(c)
crit(2.2), q

(s)
crit(2.2)]. Typical configurations along this dotted line are shown in

Figure 5.11. Also clearly marked is the intersection point of the two branches of
limiting solution where the limiting state exhibits cusps in the boundaries of both
the central and satellite patches. This critical configuration is shown in Figure 5.12.

Roughly speaking the parameter q governs the size of the satellite vortex patches. In

the range of parameter values for which solutions exist it is found that as q increases

so the area of the satellite patches increases. When q = 0 so the satellite vortex

patches disappear, and the solutions reduce exactly to solutions already obtained

by Crowdy [16]. Thus these new solutions can be obtained as continuations of those

found by Crowdy [16].

For clarity, we shall now present the solutions for N = 4 in detail. Figure 5.9 shows

the (α, q)-parameter space for which equilibria have been found to exist.

When q = 0, the solutions reduce to solutions of [16] with no satellite patches. In
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this case, in [16] it is shown that in the limit α → ∞, the central patch becomes

vanishingly small, while as α decreases, the size of the central patch generally gets

bigger until α reaches a minimum possible value at which the central patch has

developed cusp singularities in its boundary. This value is found in [16] to be α
(4)
crit =

2.565. So for q = 0, equilibria exist for α in the interval

α ∈ [α(4)crit,∞). (5.40)

For fixed α > α
(4)
crit, as q increases from 0 the area of the satellite patches increases.

In general, it is found that equilibria exist for q values below some critical value

where the limiting vortex configuration exhibits cusp singularities on the satellite

patches. This critical value of q, which is a function of α, is denoted q
(s)
crit(α). So,

for fixed α > α
(4)
crit, it is found that equilibria exist for q in the interval

q ∈ [0, q(s)crit(α)]. (5.41)

Figure 5.10 shows vortex configurations for such a value α = 2.8 for different values

of q in the interval q ∈ [0, q(s)crit(2.8)].

It is found that equilibria exist for α less than α
(4)
crit for q > 0. Indeed, they exist in

a range which is denoted

α ∈ [α(4)∗ , α
(4)
crit]. (5.42)

For α in this range it is found that, while no solutions exist for q just above zero,

there is nevertheless a window of q-values for which solutions do exist. The limiting

solutions are found to exhibit cusp singularities in the boundaries of either the

central or the satellite vortex patches. For a fixed α in the range (5.42), this window

of admissible q values (which depend on α) will be denoted

q ∈ [q(c)crit(α), q
(s)
crit(α)]. (5.43)

It is found that the lowest admissible value of q yields a limiting state where the

central patch exhibits four cusp singularities in its boundary while for the highest

admissible value of q, the four satellite vortices exhibit boundary cusps. Figure 5.11

shows a range of vortex configurations for such a value α = 2.2 for different values of

q in the interval q ∈ [q(c)crit(2.2), q
(s)
crit(2.2)]. This range of q values is clearly indicated

by a dotted vertical line (the line α = 2.2) in Figure 5.9 intersecting the region of

parameter space where solutions exist.
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Fig. 5.10: Vortical equilibria for α = 2.8 and q = 0, 0.02, 0.04, 0.06, 0.08 and q =

q
(s)
crit = 0.108. The circulations of the point vortices Γs, the central patch Γcp and
satellite patches Γsp are shown. Figure (a) shows a solution found in [16]. Figure (f)
is the limiting state where four cusps form simultaneously on the satellite patches
at the points closest to the central patch.
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Fig. 5.11: Vortical equilibria for α = 2.2 and q = q
(c)
crit = 0.106, 0.11, 0.12, 0.13, 0.14

and q
(s)
crit = 0.144. The circulations of the point vortices Γs, the central patch Γcp and

satellite patches Γsp are shown. In Figure (a), the limiting configuration exhibits
four symmetric cusps in the boundaries of the central patch while in Figure (f) the
limiting configuration exhibits cusps in each of the four satellite patches at the points
closest to the central patch.
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Fig. 5.12: Critical configuration, exhibiting the simultaneous formation of cusps
on both the central and satellite patches, corresponding to parameters N = 4,

α = α
(4)
∗ = 1.959, q = q

(4)
∗ = 0.170. The cusps do not touch.

There exists a critical choice of parameters α = α
(4)
∗ and q = q

(4)
∗ at which the two

solution branches just described meet. In the corresponding critical state, cusps

form simultaneously on both the central and satellite vortex patches. This point in

the (α, q)-parameter space is clearly marked on Figure 5.9. The critical configuration

is shown in Figure 5.12. The cusps which form on the central and satellite patches

in this limit do not touch each other.

The solutions for N = 4 have been described in detail but the features of solutions

for other values of N ≥ 3 are qualitatively similar.

Finally, note that numerical checks have been carried out ([24],[25]) to test these

solutions presented in §5.1.5 and §5.1.6 are indeed equilibrium solutions. A detailed

analysis of the stability of these solutions remains to be performed, but preliminary

investigations ([24],[25]) suggest that they are stable.

5.2 Vortex motion in bounded domains.

As an application of the explicit formulae for Green’s functions of multiply connected

domains presented in chapter 3, we now consider the problem of describing the

motion of point vortices in general multiply connected domains. The results we

shall present also appear in [26], [27] and [28], and the reader is referred to these

references for further discussion.
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The motion of point vortices in a completely unbounded plane is fairly straightfor-

ward to describe. It is well-known ([61]) that the equations of motion of the point

vortices form a Hamiltonian system, where an explicit form for the Hamiltonian is

known. Furthermore, given the instantaneous positions of the point vortices, it is

straightforward to write down a streamfunction which describes the overall flow.

However, a basic question to ask is what is the effect on the motion of the point

vortices if a solid boundary is introduced into the plane?

The problem of finding explicit formulae describing the motion of an arbitrary num-

ber of point vortices in an arbitrary domain with boundaries is one which has pre-

viously only been resolved in very simple cases. The simplest example is of a single

point vortex in a half-plane bounded by an infinite straight wall. It is well-known

that the effect of the wall is to cause the point vortex to move at constant speed

in a direction parallel to the wall. Another very simple example is the motion of

a point vortex in the region exterior to a circular cylinder. In both these cases it

is straightforward to write down explicit forms for the streamfunctions of the flow.

One method of arriving at these forms is by the “method of images”. In these simple

cases the distribution of “image” vortices is straightforward. However, this is not

so for domains with boundaries of more complex geometry and so in these cases a

more sophisticated approach is required.

It turns out that the motion of point vortices is also Hamiltonian in bounded do-

mains and may be described in terms of what is known as the Kirchoff-Routh path

function (henceforth referred to as the path function) which is essentially the Hamil-

tonian of the motion. The motion of a single vortex in bounded simply connected

domains is relatively well-studied. A number of examples involving simply con-

nected fluid regions are given in Chapter 3 of [56] and in [61]. However, for domains

of connectivity N > 1 very few results are known. Among these we mention recent

results obtained by Johnson and McDonald [46], [47], [48] for the motion of vortices

in a domain exterior to two circular cylinders and also in domains bounded by an

infinite straight wall with gaps in it. They use elliptic function theory to derive

these results.

We shall consider the general problem of the motion of an arbitrary number of point
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vortices in an arbitrary bounded domain. Making use of results derived by Lin [44],

[45] we construct explicit formulae for the path function describing the motion of

the point vortices.

Finally, we point out that the study of point vortex motion in bounded domains

has applications to physical problems. For example, oceanographers are interested

in understanding the motion of ocean eddies in the presence of coastal barriers (see

for example [33], [57], [64], [65]), and point vortices in planar domains provide basic

models for studying these ocean flows.

5.2.1 Mathematical formulation

The flows we shall be considering are two-dimensional flows of ideal inviscid fluids

in a multiply connected domain D with fixed boundaries in a z-plane. Such flows

obey the Euler equations. Furthermore we suppose that the flows are irrotational

except for point vortices. We may describe such flows in terms of a streamfunction

ψ(z, z) or equivalently a complex potential W (z). ψ(z, z) is a real-valued function

which is harmonic in D except for logarithmic singularities at the point vortices.

W (z) is the analytic extension of ψ(z, z) such that

W (z) = φ(z, z̄) + iψ(z, z̄) (5.44)

where φ(z, z̄) is the associated velocity potential. W (z) is analytic (though note not

necessarily single-valued) everywhere in D except for logarithmic singularities at the

point vortices.

Note also that for a boundary C in the flow domain, introducing the usual coor-

dinates n and s at each point z on C where these are directed respectively in the

directions of the normal and tangent of C at z, then the circulation round C in

terms of the streamfunction is given by
∮

C

∂ψ

∂n
ds (5.45)

or equivalently,

Re[[W (z)]C ] (5.46)

where [W (z)]C denotes the change in W (z) on traversing C.

92



5.2.2 The path function

As stated above, the motion of any number of point vortices in a unbounded plane

is Hamiltonian and can be described in terms of a path function. But in fact Lin

[44] established that the motion of any number of point vortices in a domain with

any number of boundaries is also Hamiltonian and there exists a generalized path

function in terms of which one may write the equations of motion of the point

vortices. Specifically, if there are M point vortices of strengths {Γk|k = 1, ...,M}

and respective positions {zk, k = 1, ...,M} in a domain D with fixed boundaries then

there exists a path function H({zk, zk}) such that

Γk
dxk
dt
=
∂H

∂yk
, Γk

dyk
dt
= −

∂H

∂xk
, (5.47)

where zk = xk + yk. Note that in rescaled coordinates (
√
Γkxk,

√
Γkyk), (5.47) is a

Hamiltonian system in canonical form.

5.2.3 Transformation properties.

Suppose z(ζ) is a one-to-one conformal map of a given region Dζ in a ζ-plane onto

a region D in a z-plane. Suppose that there are point vortices of strengths {Γk|k =

1, ...,M} in Dζ at points {ζk, k = 1, ...,M} and in D at the points {zk, k = 1, ...,M},

where for k = 1, ...,M , zk = z(ζk). Then denoting the complex potentials of the

flows due to these point vortices in Dζ and D as W
(ζ)(ζ) and W z(z) respectively, it

is straightforward to show that

W (z)(z) =W (ζ)(ζ(z)) (5.48)

where note that the one-to-one conformal map z(ζ) can in principle be inverted so

that ζ may be written in terms of z.

Note additionally that recalling (5.46) it follows from (5.48) that the circulation

round a boundary ∂Dj of D is the same as the circulation round the boundary Cj

of Dζ which maps onto ∂Dj under z(ζ).

What about the transformation properties of the associated path functions? If H(ζ)

and H(z) respectively denote the path functions for the point vortices in Dζ and Dz,
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Lin [45] showed that these are in fact related by the formula

H(z)(z1, ..., zM ) = H
(ζ)(ζ1, ..., ζM ) +

M∑

k=1

Γ2k
4π
log |zζ(ζk)| (5.49)

Hence, if we can find an explicit formula for the path function for some canonical

class of multiply connected domains then explicit expressions for the path functions

in all domains follow up to conformal mapping. Note that even when z(ζ) is not

known analytically (and must be computed numerically, for example), this function

is independent of the instantaneous point vortex positions and can be computed

once and for all at the start of any calculation (assuming the boundaries of the

flow domain are not changing in time) and so we may still use (5.49) to compute the

associated path function. We shall construct explicit formulae for the path functions

for the canonical class of circular domains.

5.2.4 The path function for circular domains.

Lin [44] introduced a special Green’s function G(ζ;α) with respect to the two points

ζ and α in a general domain D with fixed boundaries. G(ζ;α) is the streamfunction

of the flow induced by a point vortex of unit strength at the point ζ = α in an

incompressible fluid in D. Flucher and Gustafsson [39] refer to Lin’s special Green’s

function as the hydrodynamic Green’s function and we will adopt this terminology.

Lin [44] showed that the path function for point vortex motion D can be expressed

in terms of the hydrodynamic Green’s function of D.

Suppose now Dζ is a N + 1 connected circular domain of the usual form we have

considered in previous chapters, i.e. bounded by the circle |ζ| = 1 which we denote

C0 and N other circles {Ci|i = 1, ..., N} which lie in the interior of C0. In the

case where the flow is such that the circulations round the inner boundaries {Ci|i =

1, ..., N} of Dζ are zero, the hydrodynamic Green’s function is in fact given by

G(ζ;α) =
1

2π
G0(ζ;α) (5.50)

where G0(ζ;α) is the modified Green’s function presented in chapter 3 and which is

given explicitly by (3.39). Thus an explicit representation for G(ζ;α) is

G(ζ;α) = −
1

4π
log

∣
∣
∣
∣
ω(ζ, α)ω(ζ−1, α−1)

ω(ζ, α−1)ω(ζ−1, α)

∣
∣
∣
∣ . (5.51)
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So, an explicit expression for the associated complex potential W (ζ;α) is

W (ζ;α) = −
i

4π
log

(
ω(ζ, α)ω(ζ−1, α−1)

ω(ζ, α−1)ω(ζ−1, α)

)

. (5.52)

Note that on use of (3.40), it is also possible to write G(ζ;α) and W (ζ;α) in the

alternative equivalent forms

G(ζ;α) = −
1

2π
log

∣
∣
∣
∣
1

α

ω(ζ, α)

ω(ζ, ᾱ−1)

∣
∣
∣
∣ , W (ζ;α) = −

i

2π
log

(
1

|α|
ω(ζ, α)

ω(ζ, ᾱ−1)

)

. (5.53)

Note that G(ζ;α) is the streamfunction of the flow in Dζ induced by a point vortex

at ζ = α of unit circulation. And indeed, from the properties of G0(ζ;α) described

in §3.6.1 it is clear that close enough to the point ζ = α, where the effects of the

boundaries of Dζ are insignificant, G(ζ;α) resembles the streamfunction of the flow

induced by a unit strength point vortex at this point. In fact we can write,

g(ζ;α) = G(ζ;α) +
1

2π
log |ζ − α| (5.54)

where g(ζ;α) is harmonic in Dζ . Furthermore, the property (3.6) implies that the

boundaries of Dζ are streamlines of the flow corresponding to G(ζ;α), and also,

recalling (5.45) we see that (3.7) implies that the circulations round the inner circles

{Ci|i = 1, ..., N} are zero, though by fixing a value for G(ζ;α) on C0 this constrains

the circulation round C0 and this will generally be non-zero. If we wanted non-zero

circulations round all the boundaries of Dζ we could simply add to (5.51) a suitable

linear combination of the N harmonic measures {σk(ζ)|k = 1, ..., N} defined in

§3.6.2. The resulting function will still be a streamfunction with the same flow

singularities since recall the harmonic measures are harmonic in Dζ and constant

on all the boundaries of Dζ . But for k ∈ {1, ..., N} the addition of some constant

multiple of σk(ζ) will contribute a non-zero circulation around Ck.

Now, from [45] the path function H(ζ1, ..., ζM ) for point vortices in Dζ at ζ1, ..., ζM ,

where for k = 1, ...,M the circulation of the point vortex at ζk is Γk, is given by

H(ζ1, ..., ζM ) =
M∑

k=1

Γkψ0(ζk) +
M∑

k1,k2=1
k1>k2

Γk1Γk2G(ζk1 ; ζk2)

+
1

2

M∑

k=1

Γ2kg(ζk; ζk).

(5.55)
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where g(ζ;α) is defined by (5.54) and ψ0(ζ) denotes the streamfunction for any

background flow in Dζ induced by agencies other than the point vortices. In the

subsequent examples we shall impose no background flows. Furthermore, we shall

impose that if the image domain D is either finite with an outer boundary ∂D0, or

infinite but with a boundary ∂D0 which extends to infinity, then in both these cases

we take the exceptional boundary ∂D0 to be the image of C0 so that the circulation

is non-zero round this boundary but zero round all the others. But if D is an

infinite domain and none of its boundaries extend to infinity, that is they all bound

finite “islands” of the plane, then we shall insist that the circulation round all these

boundaries is zero. This corresponds to a case where for example all point vortices

start off at infinity so that with no imposed background flows the flow around the

islands is initially trivial so that all circulations round the islands are initially zero

and thus must remain zero for all subsequent times by Kelvin’s circulation theorem.

So how can we render the circulation around C0 and hence ∂D0 equal to zero? To

do this we add in Dζ another point vortex of equal but opposite circulation of the

total circulation of the original M point vortices. We place this additional vortex

at the point ζ = ζ∞ which maps to z =∞. Thus in the case where there is M = 1

point vortices of circulation Γ, the complex potential becomes

W (ζ) = −
iΓ

4π
log

(
ω(ζ, α)ω(ζ−1, α−1)

ω(ζ, α−1)ω(ζ−1, α)

)

+
iΓ

4π
log

(
ω(ζ, ζ∞)ω(ζ

−1, ζ−1∞ )

ω(ζ, ζ∞
−1
)ω(ζ−1, ζ∞)

)

= −
iΓ

4π
log

(
ω(ζ, α)ω(ζ−1, α−1)ω(ζ, ζ∞

−1
)ω(ζ−1, ζ∞)

ω(ζ, α−1)ω(ζ−1, α)ω(ζ, ζ∞)ω(ζ−1, ζ
−1
∞ )

) (5.56)

where the branch ofW (ζ) is chosen so that a branch cut joins α to ζ∞ insideDζ while

another branch cut joins ᾱ−1 to ζ∞
−1
in D̂ζ (with analogous choices of cuts being

made in all other images of the fundamental region) so that indeed the circulation

round C0 and hence ∂D0 is also zero. Note that Johnson and McDonald [46] employ

this same approach to render the circulation around all boundaries of a multiply

connected flow domain equal to zero.

Finally, using conformal maps from circular domains we can use the formulae above

to plot point vortex trajectories in a variety of bounded domains.

We shall focus on the case of the motion of a single vortex of strength Γ at ζ = α. We

point out that the Hamiltonian of any Hamiltonian system is a conserved quantity.
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Fig. 5.13: Typical vortex paths in the unit disc with two cylinders of radius 0.1
centred at ±0.2.

Thus in the case of a single vortex, the trajectories of the vortex are simply the

level-lines of the path function.

When just a single vortex is present, the double sum in (5.55) disappears and the

path function for a circulation Γ point vortex in the absence of any background flows

due to other agencies is given by,

H(ζ)(α) = −
Γ2

2
g(α, α). (5.57)

Some algebraic manipulations reveal

g(α, α) =
1

4π
log

∣
∣
∣
∣
ω′(α, α)ω′(α−1, α−1)

α2ω(α, ᾱ−1)ω(α−1, ᾱ)

∣
∣
∣
∣ . (5.58)

On use of (5.58), we have

H(ζ)(α) = −
Γ2

8π
log

∣
∣
∣
∣
ω′(α, α)ω′(α−1, α−1)

α2ω(α, α−1)ω(α−1, α)

∣
∣
∣
∣ . (5.59)

Using (5.59) we can plot the possible trajectories of a single point vortex in circular

domains of the form of Dζ . Figures 5.13–5.15 show such examples.

Now let z(ζ) be a conformal map from the circular domain to a conformally equiva-

lent multiply connected domain D. Then, by (5.49), the Hamiltonian in the z-plane

is given by

H(z)(zα) = H
(ζ)(α) +

Γ2

4π
log |zζ(α)| (5.60)
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Fig. 5.14: Typical vortex paths in the unit disc with four cylinders of radius 0.1
centred at ±0.4,±0.4i.
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Fig. 5.15: Typical vortex paths in the unit disc with two cylinders, one of radius
0.25 centred at 0.3, another of radius 0.2 centred at 0.6i.
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where zα = z(α). Equivalently,

H(z)(zα) = −
Γ2

8π
log

∣
∣
∣
∣
1

α2
ω′(α, α)ω′(α−1, α−1)

ω(α, ᾱ−1)ω(α−1, ᾱ)

1

zζ(α)2

∣
∣
∣
∣. (5.61)

If the conformal map z(ζ) is known explicitly, (5.61) gives the Hamiltonian in explicit

form.

In the case where we impose that the circulation round C0 is zero by adding an

additional point vortex of strength −Γ at some point ζ∞, the complex potential is

given by (5.56) and the path function is

H(z)(zα) = −
Γ2

8π
log

∣
∣
∣
∣
1

α2
ω′(α, α)ω′(α−1, α−1)ω2(α, ζ̄−1∞ )ω

2(α−1, ζ̄∞)

ω(α, ᾱ−1)ω(α−1, ᾱ)ω2(α, ζ∞)ω2(α−1, ζ
−1
∞ )

1

zζ(α)2

∣
∣
∣
∣. (5.62)

5.2.5 Vortex motion around circular boundaries.

Let us consider the motion of a single point vortex around an arbitrary finite number

of circular cylinders either in a half-plane bounded by an infinite straight line or in an

otherwise unbounded plane in the special case when the circulations around all the

cylinders are zero. Such domains could be regarded as modelling groups of islands

either near a coastline or far from shore. Note that the examples we shall present

in this section also appear in [27].

Recall that Mobius transformations map circles to circles. It is straightforward to

show that the particular Möbius transformation

z(ζ) =
1− ζ
1 + ζ

. (5.63)

maps C0 onto the imaginary axis and any other inner circular boundaries of Dζ onto

circles in the right-half plane. Using this conformal map from the circular domain

Dζ and the formula (5.61) we can compute the path function for the image domain

D. Figures 5.16–5.19 show a variety of such examples.
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Fig. 5.16: Typical trajectories for a single vortex in a half-plane bounded by the
imaginary axis and two cylinders.
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Fig. 5.17: Typical trajectories for a single vortex in a half-plane bounded by the
imaginary axis and three cylinders.
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Fig. 5.18: Typical trajectories for a single vortex in a half-plane bounded by the
imaginary axis and two and three cylinders.
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Fig. 5.19: Typical trajectories for a single vortex in a half-plane bounded by the
imaginary axis and three cylinders.
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Fig. 5.20: Typical trajectories for a single vortex in the region exterior to three
cylinders.

Now suppose D is the N + 1-connected region exterior to N + 1 circular cylinders,

so none of its boundaries extend to infinity. This could be regarded as modelling

N + 1 islands far from shore. The circulation around these islands will be taken to

be zero.

The conformal map from a circular domain Dζ to such a domain is of the form

z(ζ) =
a

ζ
+ b (5.64)

where the real parameter a is chosen to fix the radius of the island corresponding to

the image of C0 and the (generally complex) parameter b is chosen to appropriately

locate its centre. Clearly, ζ = 0 maps to physical infinity. Thus, using (5.62), taking

ζ∞ = 0, we can compute the path function for such domains. Figures 5.20 and 5.21

illustrate examples.

5.2.6 Vortex motion around straight boundaries.

In this section we consider the motion of a single point vortex around an arbitrary

number of finite straight-line slits, either in a half-plane bounded by an infinite

straight line or in an otherwise unbounded plane, or possibly lying between two

semi-infinite lines. We consider the case where the circulations around the slits

are all zero. Such domains can be regarded as modelling groups of islands either

in the presence of a coastline or far from shore, or a chain of islands between two

headlands. We use conformal maps from circular domains to such slit domains of
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Fig. 5.21: Typical trajectories for a single vortex in the region exterior to three
cylinders.

the type presented in appendix F. Note that the examples we shall present in this

section also appear in [28].

Using the conformal map given by (G.1) together with (5.61) we can consider point

vortex motion in a half-plane with slits. Examples are shown in figures 5.22–5.25.

Now using the conformal maps presented in §G.2 we can consider the case of point

vortex motion in a region exterior to a chain of finite slits. Figure 5.26 shows typical

point vortex trajectories in such a domain.

Johnson and McDonald have discussed the general problem of vortex motion around

a chain of slits between two semi-infinite axes. In [47] the problem of point vortex

motion through a single gap in an infinite straight axis is solved explicitly while the

generalization to two gaps is solved in [48]. We now consider the general case of any

number of gaps using the conformal maps presented in §G.2. Figures 5.27 and 5.28

show two such examples.

Note that referring back to the familiar “method of images”, it is worth pointing

out that the prime functions that appear in the formulae for the Hamiltonians auto-

matically do everything necessary to place an appropriate distribution of infinitely

many “image vortices” throughout the plane in such a way that the conditions on

all the disjoint boundaries are simultaneously satisfied.
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Fig. 5.22: Typical trajectories for a single vortex in a half-plane bounded by the
imaginary axis with a single slit along the real axis.
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Fig. 5.23: Typical trajectories for a single vortex in a half-plane bounded by the
imaginary axis with two slits along the real axis.
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Fig. 5.24: Critical trajectories for a single vortex in a half-plane bounded by the
imaginary axis with three, four and five slits along the real axis.
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Fig. 5.25: Typical trajectories for a single vortex in a half-plane bounded by the
imaginary axis and two slits of making angles of ±π/6 with the real axis.
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Fig. 5.26: Typical trajectories for a single vortex in the region exterior to two finite-
length slits.
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Fig. 5.27: Critical trajectories of a single vortex in the domain bounded by the real
axis with two gaps and a slit of lengths 0.2, 0.4, 0.8 and 1.4.
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Fig. 5.28: Critical trajectories for a single vortex in the domain bounded by the real
axis with three gaps. The slits are between −1.5 and −0.5 and between 0.5 and 1.5.
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C H A P T E R 6

Conclusion.

Among all multiply connected domains, circular domains are a canonical class in

the sense that every multiply connected domain D is conformally equivalent to

some circular domain Dζ . Given a circular domain Dζ , we have shown how one

may explicitly construct an associated Schottky group Θ and hence prime function

ω(ζ, γ). In terms of ω(ζ, γ) one may construct explicit formulae for a number of

important functions. These in turn may be used to address a number of problems

of fluid dynamics.

We have shown how to construct functions automorphic with respect to the as-

sociated Schottky group Θ. Using these we may parameterize multiply connected

quadrature domains. Construction of quadrature domains using these conformal

mappings has been checked independently using a method of construction based on

the fact that the boundaries of quadrature domains are algebraic curves. Further-

more, these parameterizations of quadrature domains lead to explicit descriptions of

vortical solutions of the two-dimensional Euler equations exhibiting multiple point

vortices and vortex patches. However, a full stability analysis of these solutions

remains to be performed.

We have also obtained explicit formulae for the modified Green’s functions, harmonic

measures and Green’s functions of multiply connected circular domains. Such formu-

lae for arbitrary domains follow by conformal mapping. In terms of these modified

Green’s formulae one may construct the path functions for the motion of point vor-

tices in bounded domains. It would be of interest to generalize the formulae herein

to this more general case where background flows are incorporated. However, Lin

[44] has demonstrated that this circumstance simply implies the addition of a further

contribution to the total Hamiltonian - one that does not depend on the instanta-

neous point vortex positions. Thus this additional contribution can be determined

(e.g. numerically) at the start of any calculation and will remain fixed during the
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calculation if the contribution from the external agencies is time-invariant. The

explicit formulas presented here can still be employed to give the “point vortex

contribution” to the Hamiltonian. In this way, the formulas employed here should

simplify the numerical computation of vortex trajectories even in the presence of

background flows.

We have also derived explicit formulae for the conformal maps from the canonical

class of multiply connected circular domains to various other commonly studied

canonical classes of multiply connected slit domains.

Note that an issue which remains to be resolved is that of determining the condi-

tions under which the representation of the prime function as an infinite product

converges. This is an area for future work. A better understanding of the conver-

gence properties of this representation may improve the numerical efficiency of the

formulae presented in this thesis.
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A P P E N D I XA

Reflections in circles.

A.1 Definition.

Consider a circle Ci of centre δi and radius qi in the ζ-plane. We define the reflection

of a point ζ in Ci as

rCi(ζ) = δi +
q2i

ζ − δi
(A.1)

Note that for points ζ on Ci,

|ζ − δi| = qi, (A.2)

and thus

ζ̄ = δi +
q2i

ζ − δi
. (A.3)

It follows from (A.3) and (A.1) that for points ζ on Ci, rCi(ζ) = ζ, i.e. as would be

expected reflection in Ci leaves each point on Ci invariant. Also,it is straightforward

to check that rCi(ζ) is a self-inverse transformation.

We may write

rCi(ζ) = φi(ζ)

= φi(ζ)
(A.4)

where we define

φi(ζ) = δi +
q2i

ζ − δi
(A.5)

and the conjugate function φi(ζ) by

φi(ζ) = φi(ζ) (A.6)

Note that for points ζ on Ci,

ζ = φi(ζ). (A.7)

It is straightforward to see that we may write

φi(ζ) =
δiζ + q

2
i − |δi|

2

ζ − δi
(A.8)
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and,

rCi(ζ) =
δiζ + q

2
i − |δi|

2

ζ − δi
. (A.9)

A.2 The image of a circle under reflection in another

circle.

What is the image of a circle under reflection in another circle? Take a circle Ci of

centre δi, radius qi and a circle Cj of centre δj , radius qj . Let ζ
′ = rCi(ζ) denote

the reflection of ζ in the circle Ci. Since reflection in a circle is self-inverse then of

course ζ = rCi(ζ
′). So from the definition (A.1),

ζ = δi +
q2i

ζ ′ − δi
(A.10)

Now, for points ζ on Cj ,

(ζ − δj)(ζ − δj) = q
2
j . (A.11)

Substituting (A.10) for ζ in (A.11) leads to the following equation for points ζ ′ on

rCi(Cj), (

δi +
q2i

ζ ′ − δi
− δj

)(

δi +
q2i

ζ ′ − δi
− δj

)

= q2j . (A.12)

Following straightforward manipulations, (A.12) can be shown to simplify to

∣
∣
∣
∣
∣
ζ ′ +

q2i (δi − δj)
|δi − δj |2 − q2j

− δi

∣
∣
∣
∣
∣
=

q2i qj

||δi − δj |2 − q2j |
, (A.13)

which of course represents a circle of centre δ′j , radius q
′
j given by

δ′j = δi −
q2i (δi − δj)
|δi − δj |2 − q2j

;

q′j =
q2i qj

||δi − δj |2 − q2j |
.

(A.14)
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A P P E N D I XB

Möbius transformations

B.1 Definition.

A very important class of transformations of the extended complex plane areMöbius

maps (also called bilinear maps, or linear-fractional maps). These are discussed in

most books on complex analysis, for example [54], [1]. A particularly clear descrip-

tion of Möbius maps is also provided by [52].

A general Möbius map T (ζ) may be written in the form

T (ζ) =
aζ + b

cζ + d
, ad− bc 6= 0 (B.1)

where a, b, c, d ∈ C. Note that the condition ad − bc 6= 0 is necessary, as otherwise

T (ζ) reduces to a constant. This can be seen by simply rearranging (B.1) into the

form

T (ζ) =
a

c
+

bc− ad
c(cζ + d)

. (B.2)

Note that there is an alternative way of representing Möbius transformations in

terms of matrices as follows. To any point ζ in the plane we may associate a vector

vζ say, by writing

ζ =
ζ1

ζ2
, (B.3)

for some ζ1, ζ2 (an obvious choice being ζ1 = ζ, ζ2 = 1) and then taking

vζ =




ζ1

ζ2



 . (B.4)

And to a Möbius map T (ζ) of the form (B.1) we may associate a matrix MT say,

where

MT =




a b

c d



 . (B.5)
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Then the vector given by the action of MT on vζ is,

MT vζ =




aζ1 + bζ2

cζ1 + dζ2



 (B.6)

But by the above association this is the vector associated with the point

aζ1 + bζ2
cζ1 + dζ2

(B.7)

which by (B.3) is clearly the same as

aζ + b

cζ + d
(B.8)

i.e. T (ζ).

Note that the determinant of the matrixMT is the quantity ad−bc. This quantity is

thus sometimes referred to as the determinant of the Möbius map T . By definition

(B.1) this quantity is non-zero. We can of course always normalize a Möbius map

so that its determinant is whatever (finite, non-zero) value we wish.

Note furthermore that by the above association between Möbius transformations

and matrices, MT is invertible, and its inverse is in fact the matrix associated with

T−1; the identity matrix is associated with the identity transformation; and for two

Möbius transformations the matrix associated with their composition is precisely

the composition of their associated matrices.

This representation of Möbius transformations in terms of matrices is particularly

helpful for computational purposes since programs such as MATLAB can perform

matrix manipulations very quickly. Indeed most of the computations carried out for

the thesis were performed in precisely this way.

B.2 Decomposition of a Möbius transformation.

Consider a Möbius map of the form (B.1). If c = 0 then this is a linear transforma-

tion. Otherwise, we may write

aζ + b

cζ + d
=
a

c
+
1
c2
(bc− ad)

ζ + dc
(B.9)
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Thus, letting ζ ′ denote the transformed point, this shows that the Möbius transfor-

mation may be decomposed into the following three successive transformations:

ζ1 = ζ +
d

c
(B.10)

ζ2 =
1

ζ1
(B.11)

ζ ′ =
a

c
+

(
1

c2
(bc− ad)

)

ζ2 (B.12)

The map (B.11) is an inversion while the maps (B.10), (B.12) are both linear trans-

formations.

B.3 Image of a circle under a Möbius map.

The image a circle C under a Möbius map is another circle C ′. In the case where C

and C ′ are both non-degenerates circles (i.e. neither is an infinite straight line) we

now give explicit formulae for the centre and radius of C ′.

Suppose C has centre δ, radius q. C is described by the equation

(ζ − δ)(ζ̄ − δ̄) = q2 (B.13)

Under a Möbius map (B.1) C maps to another circle C ′. Let us first consider

separately the cases where the map is either a linear transformation or an inversion.

B.3.1 Image of a circle under a linear transformation.

Consider a general linear transformation.

ζ ′ = aζ + b. (B.14)

So,

ζ = a−1ζ ′ − ba−1. (B.15)

Thus substituting for ζ in (B.13) using (B.15), it is straightforward to show that C ′

is given by
∣
∣ζ ′ − (aδ + b)

∣
∣2 = (|a|q)2 (B.16)

which is a circle of centre δ′ and radius q′ where

δ′ = aδ + b, q′ = |a|q. (B.17)
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B.3.2 Image of a circle under an inversion.

Consider an inversion

ζ
′
= ζ−1 (B.18)

So,

ζ = ζ ′−1 (B.19)

Thus, substituting for ζ in (B.13) using (B.19), it is straightforward to show that

C ′ is given by
∣
∣
∣
∣ζ
′ −

δ

|δ|2 − q2

∣
∣
∣
∣

2

=
q2

(|δ|2 − q2)2
. (B.20)

which is a circle of centre δ′ and radius q′ where

δ′ =
δ

|δ|2 − q2
, q′ =

q

||δ|2 − q2|
(B.21)

B.3.3 Image of a circle under a general Möbius transformation.

Now, to determine the image C ′ of C under a general Möbius map (B.1), consider

the map as a composition of linear transformations and an inversion as in §B.2 and

use the formulae (B.17), (B.21).

The first map (B.10) in the composition is a linear transformation and maps C to a

circle C1 with centre δ1, radius q1 which by (B.17) are

δ1 = δ +
d

c
, q1 = q. (B.22)

The second map (B.11) is an inversion and maps C1 to a circle C2 with centre δ2,

radius q2 which by (B.21) are

δ2 =
δ1

|δ1|2 − q21
, q2 =

q1

||δ1|2 − q21|
. (B.23)

The final map (B.11) is another linear transformation and maps C2 to the circle C
′

with centre δ
′
and radius q

′
which by (B.17) are

δ′ =

(
1

c2
(bc− ad)δ2 +

a

c

)

, q′ =

∣
∣
∣
∣
1

c2
(bc− ad)

∣
∣
∣
∣ q2. (B.24)
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Thus, combining the formulae (B.22),(B.22), (B.24) we get

δ′ =

(

δ +
d

c

)


 bc− ad

c2
(∣
∣δ + dc

∣
∣2 − q2

)



 ,

q′ = q

∣
∣
∣
∣
∣
∣

bc− ad

c2
(∣
∣δ + dc

∣
∣2 − q2

)

∣
∣
∣
∣
∣
∣
.

(B.25)

B.4 Fixed points of a Möbius transformation.

The fixed points of a Möbius transformation T (ζ) of the form (B.1) are of course

the solutions of the equation

ζ =
aζ + b

cζ + d
, (B.26)

or

cζ2 + (d− a)ζ − b = 0. (B.27)

Clearly, if c = 0 then T (ζ) has just one fixed point (namely b(d − a)−1, or ∞ if

d = a). But if c 6= 0 then T (ζ) has two fixed points given by

a− d±
√
(d− a)2 + 4bc
2c

. (B.28)

If (d− a)2 − 4bc = 0, these two points coincide, but otherwise they are distinct.

Suppose now that T (ζ) is a Möbius map with two distinct fixed points, labelled A

and B say. It can be shown ([54],[1],[52]) that an alternative representation to (B.1)

for T (ζ) is
T (ζ)−B
T (ζ)−A

= λ
ζ −B
ζ −A

(B.29)

where λ is some complex constant, λ 6= 0,∞. Consider any point ζ in the extended

complex plane other than A or B. It can be shown ([54],[1],[52]) that as k → ∞,

if T k(ζ) converges then its limit is one of the fixed points A or B, and furthermore

its limit as k → −∞ is the other fixed point. We refer to these limits as the

sink and source of T , respectively. In this case T is called a loxodromic Möbius

map. This case corresponds to λ 6= 1 in the representation (B.29). In particular,

|λ| < 1 corresponds to the case where B is the sink and A the source, while |λ| > 1

corresponds to the case where A is the sink and B the source. In the special case

where λ 6= 1 and λ is in fact also real, then T is called a hyperbolic Möbius map.
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A P P E N D I XC

Properties of our Schottky

groups constructed from

circular domains.

In this appendix we state and prove some properties of our Schottky groups con-

structed from circular domains. Note that these results do not hold for all Schottky

groups in general.

Proposition C.0.1 The fixed points Bj and Aj of the map θj given by (1.6) are

reflections of one another in the unit circle.

Proof: Aj and Bj are respectively the source and sink of θj . Of course Aj = θj(Aj),

and so obviously Aj = θj(Aj). So repeating the same argument with Bj we see that

the transformation θj has fixed points Aj , Bj . The fixed points of θ−j are of course

the same as the fixed points of θj . So,

Aj = θ−j(Aj) (C.1)

But, by (1.15),

θ−j(Aj) =
1

θ(A−1j )
. (C.2)

Hence it follows that

θj(A
−1
j ) = A

−1
j (C.3)

ie, A−1j is a fixed point of θj . But from earlier arguments we know that the fixed

points of θj are Aj , Bj .

And A−1j 6= Aj since otherwise it follows that |Aj | = 1, which is not possible.

Hence it follows that

A−1j = Bj , (C.4)
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or,

Aj = Bj
−1
. (C.5)

Thus, the fixed points Aj , Bj are reflections of one another in the unit circle. So

they lie on the same ray, and the product of their moduli is 1. This completes the

proof.

Proposition C.0.2 Aj and Bj lie on the same ray as δj.

Proof: Aj , Bj are the two distinct solutions of

θj(ζ)− ζ = 0 (C.6)

which using from (1.6) can be written as

ζ2 +
(dj − aj)

cj
ζ −

bj

cj
= 0. (C.7)

where aj , bj , cj , dj are given by (1.6). Thus we must have

AjBj = −
bj

cj
=
δj

δj
(C.8)

But from Proposition C.0.1, Bj = Aj
−1
. Thus it follows from (C.8) that Aj and Bj

lie on the same ray as δj . This completes the proof.

Proposition C.0.3 The map θj given by (1.6) is a hyperbolic Möbius map.

Proof: For j = 1, ..., N , since the map θj given by (1.6) has two distinct fixed points

Aj and Bj where Aj is its source and Bj its sink, then [54] it can be written in the

form
θj(ζ)−Bj
θj(ζ)−Aj

= λj
ζ −Bj
ζ −Aj

(C.9)

where λj is a non-zero complex constant and |λj | < 1. So

λj =
(θj(ζ)−Bj)(ζ −Aj)
(θj(ζ)−Aj)(ζ −Bj)

(C.10)

Taking ζ = 0 in this identity we get

λj =
Aj(θj(0)−Bj)
Bj(θj(0)−Aj)

(C.11)
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where from (1.6) we see that

θj(0) =
bj

dj
= δj (C.12)

So,

λj =
Aj(δj −Bj)
Bj(δj −Aj)

(C.13)

But from Propositions C.0.1 and C.0.2, Aj , Bj are reflections of one another in the

unit circle and furthermore they lie on the same ray as δj . Thus, we deduce

λj = |Aj |
2 |δj | − |Bj |
|δj | − |Aj |

(C.14)

which is clearly real. This completes the proof.
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A P P E N D I XD

Poincaré theta series.

Consider a Schottky group Θ. We may express each map θ ∈ Θ in the form (B.1)

with unit determinant, i.e.

θ(ζ) =
aζ + b

cζ + d
where ad− bc = 1 (D.1)

Then, for Q(ζ) a rational function and m an integer consider the infinite series

∑

θ∈Θ

Q(θ(ζ))

(cζ + d)2m
(D.2)

Such a series (D.2) is called a Poincaré theta series. A Poincaré theta series (D.2)

defined with integer m is sometimes referred to as a (−2m)-dimensional Poincaré

theta series.

In all cases for m > 1, and in certain cases for m = 1 it can be shown [6],[10],[9]

that this series converges for all ζ except at (i) the singular points of Θ; (ii) the

points ζ = −d/c (which it is straightforward to see are all the images of the point

ζ = ∞ under maps in Θ, including the point ζ = ∞ itself) - at these points it has

polar singularities; (iii) the singularities of Q(ζ) and the images of these points under

maps in Θ - at these points it has polar singularities. Thus when (D.2) converges it

represents a single-valued continuous function of ζ.

For a Schottky group Θ, the representation () for the prime function ω(ζ, γ) can be

derived directly from consideration of a (-2)-dimensional Poincaré theta series of the

form (D.2) with m = 1 and Q(ζ) = (ζ − a)−1, where a is some ordinary point of

Θ (see [10],[6] for further details). Under conditions where such a series converges

the infinite product (1.22) converges too. Some criteria sufficient for convergence are

known (-see [10],[6],[9]); roughly speaking these state that convergence is guaranteed

if the circles {Ci|i = 1, ..., N,−1, ...,−N} defining the Schottky group are far enough

apart.
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We briefly point out that in order to carry out computations with Poincaré theta

series, one must of course truncate the infinite sum (D.2) to a finite sum. As in

truncating the infinite product representation (1.22) for the prime function, this

may be done in a very natural way by including all maps in Θ of up to some chosen

level and truncating the contribution to the product from all higher-level maps.
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A P P E N D I X E

Representing automorphic

functions in terms of Poincaré

theta series.

In chapter 2 we describe the representation a function automorphic with respect to

a Schottky group in terms of the associated prime function. We shall now briefly

describe an alternative representation of such a function in terms of Poincaré theta

series. Indeed it was the consideration of automorphic functions that led Poincaré

to study these series, and the construction we describe is precisely the one suggested

by him. Further details are given in [10],[6],[8].

From the definition (D.2) of a Poincaré theta series P(ζ) of a Schottky group Θ it

is straightforward to show that for any map θ ∈ Θ represented in the form

θ(ζ) =
aζ + b

cζ + d
(E.1)

we have

P(θ(ζ)) = (cζ + d)2mP(ζ) (E.2)

Suppose Pn(ζ) and Pd(ζ) are two Poincaré series of the form (D.2) with the same

value of m but different choices for the rational function Q(ζ), say Qn(ζ),Qd(ζ)

respectively. Then from (E.2) it is clear that their ratio,

Pn(ζ)
Pd(ζ)

(E.3)

represents a function which is automorphic with respect to Θ.

For the purposes of their numerical computation we find the representation of auto-

morphic functions in terms of the prime function to be preferable to that in terms

of Poincaré theta series for the following reasons.
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(i) Presented with an automorphic function, its zeros are not explicit if it is repre-

sented in terms of Poincaré theta series, but are so if it is represented in terms

of the prime function. Furthermore, note that for a Poincaré theta series (D.2),

labelling the number of its zeros and poles in the fundamental region as Z and

P respectively, it is known [60] that

Z − P = 2mN (E.4)

where N is the order of the associated Schottky group. Having chosen Qd(ζ)

we have no control over the positions of the zeros of Pd(ζ) in F and they will

give rise to possibly unwanted poles of the ratio (E.3) unless we choose Qn(ζ)

in such a way that these are also zeros of Pn(ζ). However, these zeros of Pd(ζ)

are not known explicitly and must therefore be found (numerically) as part of

the solution. Furthermore, note that clearly a zero of Qn(ζ) is not necessarily

a zero of Pn(ζ). Thus it is not straightforward to pick Qn(ζ) so that Pn(ζ)

possesses the same zeros as Pd(ζ) in F .

(ii) A particular advantage of using the prime function representation of auto-

morphic functions concerns changes of topology, specifically, changes in the

connectivity N of the domain. Any function f(ζ) with a given distribution

of poles {αk|k = 1, ...,M} and automorphic with respect to some Schottky

group Θ may be represented in the form (2.2) regardless of Θ. If Θ changes,

for example if its order N changes, then of course the prime function changes,

but the form of the representation of f(ζ) in terms of this prime function does

not. However, such changes in Θ do alter the form of the representation of

f(ζ) in terms of Poincaré theta series. Note that by (E.4), any changes in

N mean that the number of zeros in the fundamental region of Pd(ζ) alters,

and thus we must modify Qn(ζ) in order that the zeros of Pd(ζ) do not give

rise to unwanted poles of the ratio (E.3). Note that such changes in topol-

ogy are relevant for example, in the context of constructing conformal maps

to quadrature domains which represent regions of fluid, where the number of

holes in the fluid region may change as it evolves.

(iii) Finally, it must be mentioned that in the computations performed for §5.1 it

appeared that the Poincaré theta series representations converged better than
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the prime function representations, by which we mean they reached conver-

gence for fewer maps in the truncation of the infinite group Θ. However, as

is illustrated in the figures produced, even at very low levels of truncation the

two different representations appear to agree.
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A P P E N D I X F

Properties of Rj(ζ ;α)

In this appendix, properties of the prime function are used to establish properties of

the function Rj(ζ;α) given by (3.31) in terms of which we write our representation

(3.27) for the modified Green’s function Gj(ζ;α) of a general circular domain.

F.1 An alternative expression.

For j = 0, 1, ..., N , let us show that Rj(ζ;α) can be expressed as the function R̂j(ζ;α)

given by (3.29) multiplied by a factor which is independent of ζ, though not neces-

sarily α. Comparing (3.31) and (3.29) we see that this is so if

ω(φj(ζ), φj(α))

ω(φj(ζ), α)
(F.1)

is R̂j(ζ;α) multiplied by such a factor.

We have

ω(φj(ζ), φj(α))

ω(φj(ζ), α)
=
φj(α)

α

ω((φj(ζ))
−1, (φj(α))

−1)

ω((φj(ζ))−1, α−1)
by (1.62)

=
φj(α)

α

ω((φj(ζ))
−1, (φj(α))

−1)

ω((φj(ζ))−1, (φj(φj(α)))−1)
by (A.4)

=
φj(α)

α

ω(θ−j(ζ), θ−j(α))

ω(θ−j(ζ), θ−j(φj(α)))
by (1.9)

=
φj(α)

α

(
cφj(α) + d

cα+ d

)

R̂j(ζ) by (1.56) and (3.29)

(F.2)

where c, d are coefficients of θ−j(ζ) written in the form

θ−j(ζ) =
aζ + b

cζ + d
(F.3)

Thus, (F.1) is clearly R̂j(ζ;α) multiplied by a factor which is independent of ζ,

though not α. Hence Rj(ζ;α) is also R̂j(ζ;α) multiplied by such a factor.
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F.2 Boundary values of Rj(ζ;α).

Let us consider the values of Rj(ζ;α) for ζ on the boundaries of the circular domain

Dζ . Begin by considering the complex conjugate of Rj(ζ;α). From (3.31) we have

Rj(ζ;α) =

(
ω(ζ̄, ᾱ)ω(φj(ζ̄), φj(ᾱ))

ω(ζ̄, φj(α))ω(φj(ζ̄), α)

)1/2

. (F.4)

Now suppose ζ ∈ Cj . From (A.7) we have

ζ̄ = φj(ζ) (F.5)

and so from (F.4),

Rj(ζ;α) =

(
ω(φj(ζ), ᾱ)ω(ζ, φj(ᾱ))

ω(φj(ζ), φj(α))ω(ζ, α)

)1/2

=
1

Rj(ζ;α)
. (F.6)

This confirms that

|Rj(ζ;α)| = 1 for ζ ∈ Cj . (F.7)

Consider next ζ ∈ C0. From (F.4),

Rj(ζ;α) =

(
ω(ζ−1, ᾱ)ω(φj(ζ

−1), φj(ᾱ))

ω(ζ−1, φj(α))ω(φj(ζ
−1), α)

)1/2

=

(
ω(ζ−1, ᾱ)ω(θj(ζ), φj(ᾱ))

ω(ζ−1, φj(α))ω(θj(ζ), α)

)1/2
.

(F.8)

where we have used the fact that ζ̄ = ζ−1 for ζ on C0 and the identity (1.4). But

from (1.49),
ω(θj(ζ), φj(ᾱ))

ω(θj(ζ), α)
= Vj(φj(ᾱ), α)

ω(ζ, φj(ᾱ))

ω(ζ, α)
(F.9)

where recall Vj(γ1, γ2) is given by (1.41). Similarly,

ω(θj(ζ
−1), ᾱ)

ω(θj(ζ−1), φj(α))
= Vj(ᾱ, φj(α))

ω(ζ−1, ᾱ)

ω(ζ−1, φj(α))
(F.10)

or equivalently,

ω(ζ−1, ᾱ)

ω(ζ−1, φj(α))
= Vj(φj(α), ᾱ)

ω(φj(ζ), ᾱ)

ω(φj(ζ), φj(α))
. (F.11)

where we have used the property (1.44) of Vj(γ1, γ2).

On use of (F.9) and (F.11) in (F.8), we get

|Rj(ζ;α)| = |Vj(φj(ᾱ), α)|
1/2 for ζ ∈ C0. (F.12)
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Finally, consider points ζ on Ck where k 6= j. From (F.4),

Rj(ζ;α) =

(
ω(φk(ζ), ᾱ)ω(φj(φk(ζ)), φj(ᾱ))

ω(φk(ζ), φj(α))ω(φj(φk(ζ)), α)

)1/2

=

(
ω(θk(ζ

−1), ᾱ)

ω(θk(ζ−1), φj(α))

ω(θj((φk(ζ))
−1), φj(ᾱ))

ω(θj((φk(ζ))−1), α)

)1/2

=

(
Vj(φj(ᾱ), α))

Vk(φj(α), ᾱ)

ω(ζ−1, ᾱ)

ω(ζ−1, φj(α))

ω((φk(ζ))
−1, φj(ᾱ))

ω((φk(ζ))−1, α)

)1/2

=

(
Vj(φj(ᾱ), α))

Vk(φj(α), ᾱ)

ω(ζ−1, ᾱ)

ω(ζ−1, φj(α))

ω(θ−1k (ζ), φj(ᾱ))

ω(θ−1k (ζ), α)

)1/2

(F.13)

But by (1.49),
ω(ζ, φj(ᾱ))

ω(ζ, α)
= Vk(φj(ᾱ), α)

ω(θ−1k (ζ), φj(ᾱ))

ω(θ−1k (ζ), α)
(F.14)

Then on use of (F.11) and (F.14) in (F.13) we get

|Rj(ζ;α)| =

(∣∣
∣
∣
Vj(φj(ᾱ), α)

Vk(φj(ᾱ), α)

∣
∣
∣
∣

)1/2
for ζ ∈ Ck, k 6= j. (F.15)

To summarize all the above results, we conclude that for j, k ∈ {0, 1, ..., N},

|Rj(ζ;α)| =

∣
∣
∣
∣
Vj(φj(ᾱ), α)

Vk(φj(ᾱ), α)

∣
∣
∣
∣

1/2

for ζ ∈ Ck (F.16)

provided we adopt the convention that V0(ζ, α) ≡ 1.
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A P P E N D I XG

A particular class of slit

mappings.

We shall now present some conformal maps from circular domains to domains with

straight boundaries. In particular we shall construct maps to three different types

of such domains: (i) “slit half-planes” bounded by a single infinite straight line and

slits; (ii) domains exterior to chains of slits; (iii) domains bounded by an infinite

straight line with gaps. As will be seen, these mappings can be represented in terms

of the prime function associated with the circular domain. Note that these maps

are special cases of Schwarz-Christoffel mappings to multiply-connected polygonal

domains.

G.1 Domains bounded by slits in a half-plane.

Let Dζ be a circular domain of the usual form. Now consider the conformal mapping

given by the simple form

z(ζ; γ1, γ2) = R
ω(ζ, γ1)

ω(ζ, γ2)
, (G.1)

where R ∈ C is a complex constant and γ1 and γ2 are taken to be two distinct

points on the unit ζ-circle. Let us now describe the main properties of this map

(G.1). First, notice (G.1) clearly has a simple zero at ζ = γ1 and a simple pole at

ζ = γ2. Now consider the argument of z(ζ) for points on the circular boundaries of

Dζ . First, for ζ on C0,

z(ζ; γ1, γ2) = R
ω(ζ, γ1)

ω(ζ, γ2)

= R
γ1ω(ζ

−1
, γ1
−1)

γ2ω(ζ
−1
, γ2
−1)

= R
γ2ω(ζ, γ1)

γ1ω(ζ, γ2)

=
R

R

γ2

γ1
z(ζ; γ1, γ2)

(G.2)
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where the second equality follows from (1.62) and the third equality follows from

the fact that γ1, γ2 and also ζ lie on the unit circle. From (G.2) it follows that the

argument of z(ζ; γ1, γ2) is constant for ζ on C0, except that at ζ = γ1 and ζ = γ2,

since z(ζ; γ1, γ2) has respectively a simple zero and a simple pole, its argument jumps

by π at each of these points. Thus, the image of C0 under z(ζ; γ1, γ2) is an infinite

straight line through the origin z = 0, where the argument on the section of this

line on one side of the origin is

arg[z(ζ; γ1, γ2)] = arg[R] +
1

2
arg

[
γ1
γ2

]

, ζ ∈ C0 (G.3)

while that on the other differs from (G.3) by π. Now, for ζ on one of the inner circles

Cj , j ∈ {1, ..., N} we have

z(ζ; γ1, γ2) = R
ω(ζ, γ1)

ω(ζ, γ2)

= R
ω(θj(ζ

−1
), γ1)

ω(θj(ζ
−1
), γ2)

= RVj(γ1, γ2)
ω(ζ

−1
, γ1)

ω(ζ
−1
, γ2)

= RVj(γ1, γ2)
ω(ζ

−1
, γ1
−1)

ω(ζ
−1
, γ2
−1)

= RVj(γ1, γ2)
γ2

γ1

ω(ζ, γ1)

ω(ζ, γ2)

=
R

R
Vj(γ1, γ2)

γ2

γ1
z(ζ; γ1, γ2)

(G.4)

where the second equality follows from the fact that for ζ ∈ Cj , ζ = θj(ζ
−1
); the

third equality follows from (1.49); the fourth equality follows from the fact that γ1

and γ2 lie on the unit circle; and the fifth equality follows from (1.62). It follows

from (G.4) that the argument of z(ζ; γ1, γ2) is constant for ζ on Cj . Notice also

that, taking the modulus of both sides of (G.4) shows

|Vj(γ1, γ2)| = 1, for γ1, γ2 ∈ C0 (G.5)

Thus, in fact

arg[z(ζ; γ1, γ2)] = arg[R] +
1

2
arg

[
γ1

γ2

]

+
1

2
arg

[

Vj(γ1, γ2)

]

, ζ ∈ Cj (G.6)

Thus z(ζ; γ1, γ2) maps each of the interior circles {Cj |j = 1, ...,M} to a finite-length

radial slit on some ray emanating from the origin z = 0. For j = 1, ..., N , notice
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from (G.3) and (G.6) that the angle made by the slit image of Cj with the infinite

straight line image of C0 is
1

2
arg

[

Vj(γ1, γ2)

]

(G.7)

Suppose we fix γ1, γ2 and R. This fixes the orientation of the infinite straight line

image of C0. Now suppose we wish the inner circles C1, ..., Cj to map to a specified

distribution of slits. Specifically, suppose for j = 1, ..., N we wish Cj to map to a

slit oriented at an angle φj to the image of C0 with its two endpoints at distances

aj , bj from the origin. In general, it is not known a priori which two points on Cj

map to the end-points of the slit in the z-plane. The end-points of the slit in the

z-plane are

aje
iφj , bje

iφj (G.8)

where the real parameters aj , bj and φj are specified. Let the two pre-image points

on Cj corresponding to the end-points of the slit be

δj + qje
irj , δj + qje

isj , (G.9)

where rj and sj are real parameters. The latter parameters must be found as part

of the solution. The required additional equations are provided by the fact that, at

these pre-image points, the derivative of the conformal mapping must vanish. Thus,

the equations to be solved in this case for the parameters {qj , δj |j = 1, ...,M}, as

well as the subsidiary parameters {rj , sj |j = 1, ...,M}, are

|z(δj + qje
irj )| = aj , |z

′(δj + qje
irj )| = 0,

|z(δj + qje
isj )| = bj , |z

′(δj + qje
isj )| = 0,

(G.10)

(where z′(ζ) denotes the derivative of z(ζ) with respect to ζ), along with the real

equation

φj =
1

2
arg

[

Vj(γ1, γ2)

]

(G.11)

which follows from (G.6). Note that (G.10) and (G.11) represent five real equations

for the five real unknowns, i.e. Re[δj ], Im[δj ], qj , rj and sj . These nonlinear equations

are readily solved using Newton’s method.

Now suppose we in fact pick R to be real and make the particular choices

γ1 = 1, γ2 = −1 (G.12)
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Then under (G.3) C0 maps to the imaginary z-axis. It turns out that if we pick R

to be negative then the interior of C0 maps to the right half-plane. Otherwise, if

we pick R to be positive then the interior of C0 maps to the left half-plane. Now

suppose also that the inner circles C1, ..., CN are all centred on the real ζ-axis so

that the circular domain Dζ is reflectionally symmetric in the real axis. Then,

z(ζ; γ1, γ2) = R
ω(ζ, γ1)

ω(ζ, γ2)

= R
ω(ζ, γ1)

ω(ζ, γ2)

= R
ω(ζ, γ1)

ω(ζ, γ2)

= z(ζ; γ1, γ2)

(G.13)

where the third equality follows from proposition 1.4.4. Thus it follows that points

in Dζ on the real ζ-axis map to points on the positive real z-axis, with ζ = γ1 = 1

mapping to the origin and ζ = γ2 = −1 mapping to the point at infinity. Further-

more, for j = 1, ..., N the points δj ± qj where Cj crosses the real ζ-axis must map

onto the real z-axis, and so since the image of Cj is a slit, this slit must lie along the

real z-axis. In fact, the section of Cj in the upper half ζ-plane maps to the upper

half of this slit, while the section of Cj in the lower half ζ-plane maps to the lower

half. And if we label the endpoints of the slit as aj and bj , where |aj | < |bj |, we

have

z(δj + qj) = aj and z(δj − qj) = bj , j = 1, ...,M. (G.14)

So in this particular case, to solve for the two real parameters δj and qj we need

only solve the two real equations (G.14), rather than the five real equations (G.10)

and (G.11).

G.2 Domains bounded by slits in a line

We shall now describe a conformal mapping from a circular domain Dζ to a domain

D bounded by slits in a line. We construct this map as a sequence of maps, including
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the map (G.1). Specifically, consider the map given by the sequence of mappings

ζ1(ζ) = R
ω(ζ, 1)

ω(ζ,−1)
;

ζ2(ζ1) =
1− ζ1
1 + ζ1

;

ζ3(ζ2) =
L

2

(
1

ζ2
+ ζ2

)

.

(G.15)

where R and L are real, and in fact R is negative. Also it is assumed that for

j = 1, ..., N the inner circle Cj is centred at δj on the real ζ-axis, of radius qj , so

that the circular domain is reflectionally symmetric in the real ζ-axis.

As just argued in the previous section, the first mapping in the sequence (G.15)

maps C0 onto the imaginary ζ1 axis and the interior of C0 onto the right half ζ1

plane, while for j = 1, ..., N the inner circle Cj maps onto a slit lying on the positive

real ζ1-axis.

The second map in the sequence (G.15) is a Möbius map. It is straightforward to

show that this maps the imaginary ζ1-axis onto the unit circle given by |ζ2| = 1, with

ζ1 = 0 mapping to ζ2 = 1 and ζ1 =∞ mapping to ζ2 = −1. The right half ζ1 plane

maps onto the interior of this circle, with the positive real ζ1-axis mapping onto the

section of the real ζ2-axis between ζ2 = ±1. Thus the slit images of C1, ..., CN in

the ζ1 plane map onto slits on this section of the real ζ2 axis.

Finally, it is straightforward to check that the third map in the sequence (G.15)

maps the unit ζ2 circle onto a slit on the real ζ3 axis with endpoints L and −L

which are respectively the images of ζ2 = 1 and ζ2 = −1. This slit is of course the

image under the whole sequence of mappings of the unit circle C0 of the original

circular domain Dζ . Also, the interior of the unit ζ2 circle maps onto the whole of

the plane exterior to this slit, with ζ2 = 0 mapping to ζ3 = ∞. The section of the

real ζ2 axis between ζ2 = ±1 maps onto the sections of the real ζ3-axis either side

of the slit between ±L. Thus the slit images of C1, ..., CN in the ζ2 plane map onto

slits on the real ζ3-axis.

A schematic illustrating an example of this composition of mappings is shown in

figure G.1.
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ζ-plane ζ
1
-plane

ζ
2
-planez-plane

Fig. G.1: Schematic illustrating an example of the sequence of conformal mappings
(G.15). The origin in each plane is shown as a dot.
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Taking z = ζ3, it is straightforward to show that the composition of the sequence of

maps G.15 is given by

z(ζ) = 2L
ω(ζ,−1)2 +R2ω(ζ, 1)2

ω(ζ,−1)2 −R2ω(ζ, 1)2
(G.16)

To summarize the above, for any choice of R or L, the map (G.16) given by the

sequence of mappings (G.15) always maps the unit ζ circle C0 bounding the circular

domain Dζ to a finite slit with endpoints ±L on the real z-axis, with the interior of

C0 mapping onto the whole plane exterior to this slit. The inner circles C1, ..., CN

bounding D are mapped to slits on the real z-axis.

Note that the sequence of maps (G.15) may of course be supplemented by additional

mappings. For example, if we applied the Möbius map ζ4(ζ3) = ζ
−1
3 which is simply

an inversion, then the image of the unit circle C0 in the ζ4 plane consists of two

semi-infinite slits which join up at the point at infinity and which have endpoints at

ζ4 = ±L−1. The images of the inner circles C1, ..., CN are all finite slits along the

real ζ4-axis between ζ4 = ±L−1.

Note that in particular, taking R = −1, (G.16) becomes

z(ζ) = 2L
ω(ζ,−1)2 + ω(ζ, 1)2

ω(ζ,−1)2 − ω(ζ, 1)2
(G.17)

Now suppose also that the distribution of circles C1, ..., CN is also reflectionally

symmetric in the imaginary ζ-axis. Then,

z(−ζ) = 2L
ω(−ζ,−1)2 + ω(−ζ, 1)2

ω(−ζ,−1)2 − ω(−ζ, 1)2

= 2L
ω(ζ, 1)2 + ω(ζ,−1)2

ω(ζ, 1)2 − ω(ζ,−1)2

= −z(ζ)

(G.18)

where the second equality follows from proposition 1.4.6. Thus in this case, in the

z-plane, the image of C0 is a slit with endpoints L and −L, while it follows from

(G.18) that the distribution of the slit images of the circles C1, ..., CN on the real z

axis is reflectionally symmetric in the imaginary z-axis. Note that in this case, if N

is odd, then one of these circles in the interior of C0, say C1, must be centred on the

origin. But by proposition 1.4.6

ω(0,−1)2 − ω(0, 1)2 = 0 (G.19)
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and thus (G.17) maps ζ = 0 to z = ∞. Thus, in this case C1 maps to two semi-

infinite sections of the real z-axis which join up at infinity.

We point out that these maps from circular domains to slits domains provide an

alternative to those presented in §4.2.4 and §4.2.5.
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A P P E N D I XH

Further details of the vortical

solutions of §5.1.3.

In this appendix we present further details of the vortical solutions of the Euler

equations described in §5.1.3.

H.1 Stationarity condition

Recall from (5.29) that in the co-rotating frame the velocity field in D is given by

u− iv =
iω

2
(z − S(z)) z ∈ D (H.1)

We shall now derive the conditions for the point vortices to be stationary in the

co-rotating frame?

Suppose in D there is a point vortex of circulation Γk at z = zk = z(ζk), where

ζk ∈ Dζ . Then S(z) must have a simple pole at z = zk. For this point vortex to be

stationary the non-self-induced velocity must be zero at z = zk

For z near zk we have the Taylor series expansion,

S(z) =
s−1

z − zk
+ s0 + s1(z − zk) +O(z − zk)

2 (H.2)

Hence for z near zk the velocity field (H.1) is given by

u− iv =
iω

2

(

z −
s−1

z − zk
− s0 − s1(z − zk) +O(z − zk)

2

)

(H.3)

The contribution due to the point vortex at z = zk is of course

−
iω

2

s−1

z − zk
(H.4)

Thus, the non-self-induced velocity on the point vortex at z = zk is exactly

iω

2
(zk − s0) (H.5)
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So the condition for the point vortex at z = zk to be stationary in the co-rotating

frame is

zk − s0 = 0 (H.6)

So we must determine the expansion (H.2). Of course we have an explicit expression

for S(z(ζ)) in terms of ζ. Can we use this?

The map z(ζ) is a conformal map and so may be inverted to give us ζ as a function

of z. If we could invert our expression in terms of ζ for S(z(ζ)) into an expression

in terms of z, possibly even only valid for z near zk, then we could determine the

coefficient s0.

Since S(z) has a simple pole at z = zk, S(z(ζ)) must have a simple pole at a point

ζ = ζk. So, we can write

S(z(ζ)) =
A(ζ)

ζ − ζk
(H.7)

where A(ζ) is analytic at ζ = ζk. Note that this expression is valid for all ζ.

For ζ near ζk we have the Taylor series expansion,

z(ζ) = zk + (ζ − ζk)zζ(ζk) +
1

2
(ζ − ζk)

2zζζ(ζk) +O(ζ − ζk)
3 (H.8)

Alternatively, considering ζ(z), for z near zk we have the Taylor series expansion,

ζ(z) = ζk + (z − zk)ζz(zk) +O(z − zk)
2 (H.9)

From (H.8) we have for ζ near ζk,

ζ − ζk =
z − zk
zζ(ζk)

+O(ζ − ζk)
2 (H.10)

But from (H.9), for z near zk terms of order (ζ − ζk)2 written in terms of z are of

order (z − zk)2. So for z near zk we have the following expansion in terms of z

ζ − ζk =
z − zk
zζ(ζk)

+O(z − zk)
2 (H.11)

For ζ near ζk, since A(ζ) is analytic at ζk we have the Taylor series expansion

A(ζ) = A(ζk) + (ζ − ζk)Aζ(ζk) +O(ζ − ζk)
2 (H.12)
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Hence, from (H.11), we have the following expansion for A(ζ) in terms of z for z

near zk,

A(ζ) = A(ζk) + (z − zk)
Aζ(ζk)

zζ(ζk)
+O(z − zk)

2 (H.13)

Now, note that from (H.8), we have the following expansion for ζ near ζk,

1

ζ − ζk
=
zζ(ζk)

z − zk
+
1

2

(
ζ − ζk
z − zk

)

zζζ(ζk) +O(ζ − ζk) (H.14)

Hence, using (H.11) we have the following expansion in terms of z for z near zk

1

ζ − ζk
=
zζ(ζk)

z − zk
+
1

2

zζζ(ζk)

zζ(ζk)
+O(z − zk) (H.15)

It follows that, we have the following expansion in terms of z for z near zk

S(z) =

(

A(ζk) + (z − zk)
Aζ(ζk)

zζ(ζk)
+O(z − zk)

2

)(
zζ(ζk)

z − zk
+
1

2

zζζ(ζk)

zζ(ζk)
+O(z − zk)

)

=
A(ζk)zζ(ζk)

z − zk
+

(

Aζ(ζk) +
1

2

zζζ(ζk)

zζ(ζk)
A(ζk)

)

+O(z − zk)

(H.16)

Thus

s0 =

(

Aζ(ζk) +
1

2

zζζ(ζk)

zζ(ζk)
A(ζk)

)

(H.17)

So recalling (H.6), the stationarity condition is

zk −

(

Aζ(ζk) +
1

2

zζζ(ζk)

zζ(ζk)
A(ζk)

)

= 0 (H.18)

H.2 Circulations

We now derive formulae for the circulations of the vortices.

H.2.1 Circulation of satellite point vortices

Recalling (H.4), the circulation Γk of the point vortex at z = zk is given by

Γk = πωs−1 (H.19)
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From (H.16) we have

s−1 = A(ζk)zζ(ζk) (H.20)

Thus,

Γk = πωA(ζk)zζ(ζk) (H.21)

H.2.2 Circulation of vortex patches

The circulation of any vortex patch is just its vorticity multiplied by its area. The

area of a patch Dj of one of our solutions may be computed as follows.

The area of Dj is of course ∫ ∫

Dj

dxdy (H.22)

It follows from Green’s theorem that this is equal to

1

2i

∮

∂Dj

zdz (H.23)

where we integrate round ∂Dj in a positive direction (i.e., so that Dj is on the left).

Now parameterize z in terms of ζ. ∂Dj is the image of the circle Cj centre δj , radius

qj . Then we have

area of Dj =

∣
∣
∣
∣
∣
1

2

∮

Cj

z(ζ)zζ(ζ)dζ

∣
∣
∣
∣
∣

(H.24)

And, for ζ on Cj ,

ζ = δj + qje
iθ (H.25)

for θ between 0 and 2π. Thus, for ζ on Cj ,

dζ = iqje
iθdθ (H.26)

and so

area of Dj =

∣
∣
∣
∣
qj

2

∫ 2π

0
z(δj + qje

−iθ)zζ(δj + qje
iθ)dθ

∣
∣
∣
∣ (H.27)

H.3 Solutions with two patches.

In this section we shall provide further details of the solutions discussed in §5.1.5.
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H.3.1 Derivation of conformal map.

We shall now provide a justification for the form chosen for the conformal map

(5.31).

There are two point vortices in D at z1 and z2. Label the pre-images of these points

in Dζ as ζ1 and ζ2 respectively. Then it follows that z(ζ) must have simple poles at

the points αj = ζj
−1
, j = 1, 2 in D̂ζ . Note also that D is infinite. Thus z(ζ) must

also have a pole in Dζ , say at α3. These are all the poles of z(ζ) in F . It follows that

z(ζ) must have three zeros in F . Note D contains z = 0. Thus one of these zeros

must be contained in Dζ , say at β3. The two remaining zeros must be contained in

D̂ζ , say at β1 and β2.

We choose

α1 =
√
ρ−1eiφ

α2 =
√
ρ−1e−iφ

α3 =
√
ρ

β1 =
√
ρ−1

β2 = −
√
ρ−1

β3 = −
√
ρ

(H.28)

where φ is some real parameter to be determined. Notice that as required, α3, β3 ∈

Dζ , while the remaining poles and zeros are in D̂ζ . Let us justify our choices (H.28)

for the poles and zeros α1, α2, α3,β1, β2, β3 for the map z(ζ).

We consider D as the image of the annulus Dζ bounded by the circles |ζ| = 1 and

|ζ| = ρ, which map respectively onto ∂D1 and ∂D2. But it is perhaps more natural

to consider D as the image of a circular domain D̃ say, in a parametric ζ̃ plane,

where D̃ is the infinite region exterior to two circles, C̃1,C̃2 of the same radius q̃

say centred on the real axis at say δ̃ and −δ̃ respectively, where C̃1 maps onto ∂D1

and C̃2 maps onto ∂D2. As we shall now demonstrate, there is such a domain D̃ in

the ζ̃-plane which is conformally equivalent to our chosen annulus domain Dζ in the

ζ-plane. In fact it can be shown that the conformal map between the two is given
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by

ζ̃ =M(ζ) =
ζ +
√
ρ

ζ −
√
ρ

(H.29)

equivalently,

ζ =M−1(ζ̃) =
√
ρ

(
ζ̃ + 1

ζ̃ − 1

)

(H.30)

NoticeM is a Möbius map and so it obviously a one-to-one conformal transformation

of the plane onto itself. So we may consider D as the image of D̃. By symmetry

we expect the positions of the point vortices z1 = i, z2 = −i to be the images of

points ζ̃1 = ik, ζ̃2 = −ik respectively, for some real k. What can we say about the

corresponding points ζ1 and ζ2 in Dζ in the ζ plane? It is in fact straightforward

to show that M maps the circle described by |ζ| =
√
ρ onto the imaginary ζ̃ axis,

with ζ =
√
ρ mapping to ζ̃ =∞, ζ = −

√
ρ mapping to ζ̃ = 0. And furthermore for

|ζ| =
√
ρ, M(ζ) =M(ζ). It follows that the points ζ̃1 = ik, ζ̃2 = −ik correspond to

points ζ1 =
√
ρe−iφ, ζ2 =

√
ρeiφ for some real φ. Hence, since αk = ζk

−1
, k = 1, 2,

we choose α1 =
√
ρ−1eiφ and α2 =

√
ρ−1e−iφ. Furthermore, by symmetry we expect

z = 0 to be the image of ζ̃ = 0, and z =∞ to be the image of ζ̃ =∞. And as stated

above, under the map M , the point ζ̃ = 0 corresponds to ζ = −
√
ρ, and ζ̃ = ∞

corresponds to ζ =
√
ρ. Thus we choose α3 =

√
ρ and β3 = −

√
ρ.

We propose that our conformal map z(ζ) from Dζ onto D is of the form

z(ζ) = R

∏3
k=1 P (ζ/β3, ρ)∏3
k=1 P (ζ/α3, ρ)

(H.31)

where R is some multiplicative constant. Note that this is of the form (2.18).

It remains to choose β1, β2. First note that the automorphicity condition associated

with (H.31) is of the form (2.19). In particular it is given by,

∏3
j=1 αj

∏3
j=1 βj

= 1 (H.32)

With the above choices for α1, α2, α3 and β3 if

β1β2 = −ρ
−1 (H.33)

then (H.32) is satisfied for any choice of R,ρ and φ.
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Now note that using the relations (1.97), (1.101) of P (ζ, ρ) it is possible to show

that if

β21 = β
2
2 = ρ

−1 (H.34)

then for all values of R, ρ and φ, the form (H.31) possesses the property

z(ρζ−1) = −z(ζ) (H.35)

And if we pick R, β1, β2 to be real then it is straightforward to see that for all ρ and

φ we have

z(ζ) = z(ζ) (H.36)

where the conjugate function z(ζ) is defined as usual as z(ζ) = z(ζ).

And if z(ζ) has the properties (H.35) and (H.36) it can be shown that the circle

|ζ| =
√
ρ maps to the imaginary z-axis. In particular, the points α1

−1 and α2
−1

map to points on the imaginary axis symmetrically placed either side of the origin as

required. Furthermore, considering Dζ divided into the two halves
√
ρ < |ζ| ≤ 1 and

ρ ≤ |ζ| <
√
ρ, these are separated by the circle |ζ| =

√
ρ and so clearly must map to

the left- and right-half z-planes. In fact, notice that the transformation ζ → ρζ−1

maps
√
ρ < |ζ| ≤ 1 onto ρ ≤ |ζ| <

√
ρ. By (H.35) it follows that for the images

under z(ζ) of these two halves of Dζ are rotations of one another through π. In

particular, the images of the circles |ζ| = 1 and |ζ| = ρ are rotations of one another

through π. Thus the mapping produces two rotationally-symmetric vortex patches

as required.

Thus together, (H.33) and (H.34) imply that there must be zeros at
√
ρ−1 and

−
√
ρ−1, say β1 =

√
ρ−1, β2 = −

√
ρ−1.
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