M3S3/M4S3 - EXERCISES 2
MODES OF CONVERGENCE

1. For the following sequences of random variables, {X,,}, decide whether the the sequence converges
almost surely, or in mean-square (rth mean for r = 2), or in probability as n — oo.

[ 1 with prob. 1/n
(2) Xn = { 2 with prob. 1—1/n

2 .
(b) X, :{ n*  with prob. 1/n

1 with prob. 1 —1/n
[ n with prob. 1/logn
(c) Xn = { 0 with prob. 1 —1/logn

2. Suppose that, for sequences of random variables, {X,,} and {Y,,},
X, 3X and VY, 3BV

as n — oo. Prove that B
Ty =Xn+Y, 3 72=X1Y

as n — o0o. Hint: Recall the Cauchy-Schwarz Inequality.

Does the result hold if you replace convergence in r = 2 mean by convergence in probability or conver-
gence almost surely ? Justify your answer.

3. Suppose X, =2 X as n — oo. Show that, for n < m,
E[(X, — Xn)*] — 0
as n,m — oo. If E[X,] = p and Var[X,] = 0% < oo for all n, find the limiting value of the correlation
Corr[ Xy, Xm]
as m, m — oo.

4. An estimator of the integral

I:/lwsm@mdx:/olwwdu:/;g(u)du

T u

say, can be constructed using so-called Monte Carlo methods as

1 1 o 1 &
In==—) —sin|—)=— i
n;Uism<Ui> n;g(U)

where Uy, ..., U, ~ Uniform(0,1) are i.i.d. variables. The true value of I is 0.1526447507 (from
MAPLE).

Does I,, &% T 7 Justify your answer.

5. Prove the results given in lectures relating to characteristic functions, namely
Cx(0)=iu"  Cx(0)=—-E[XX"]

when these quantities are finite.
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