M2S1 : EXERCISE SHEET 6 : SOLUTIONS

1. We have the marginal of X given in the usual way from the joint density by

fx(x) = / " fxy(ey) dy = /0 T iy @@y x>0

as we have the density being positive only when arguments « and y are positive. Hence

fx(@) = / . Fxiy (@) fy (y) dy = / . ye”%?f“leﬁy dy = Fﬁ(a) / . ylotD=le=(Btay gy

8¢ T(a+1 af®
‘r<a><ﬁ(+x>a+)1:<ﬁ+x>a+1 >0 asT(a+1)=al(a)

(integrand is proportional.to a Gamma(a + 1,3 + z) pdf). Hence X ~ Pareto(a, (3)

2. To compute the joint density fy; y;, use the multivariate transformation theorem; we have

Yi = +o1/1— 22 X1+ 01pXs X == m)/(e1V/T= ) = p(Ya = o)/ (02/T— 72

&
Y2 =g+ 02X Xy = (Yo —py)/o2

and hence the Jacobian J(y1, y2) is the modulus of the determinant of the matrix of partial derivatives;

1 —p
Ulm ‘72\/1_7/)2 B 1

1 _0102 1— p?
0 =

02

J(y1,92) =

as 01,092, and /1 — p? are all positive quantities. Hence the joint pdf fy,y, is given in terms of the
joint pdf fx, x,by

1

1
iy (W1, 92) = [xixo (21, 22) J (Y1, 42) = o7 &P {—5 (2% + 53%)} J(y1,y2)

where
x1 = (y1 — )/ (o1v1 = p?) = p(y2 — o)/ (o2/1 = p?) @2 = (y2 — p1y)/ 02
for fixed (y1,y2) define the inverse transformations. Now,
2
2 +a3 = (= m)/(@1V/T= ) = pln = i)/ (02/T= 7))+ (92 — p2)/2)’
(1 =) | P22 = 1)®  2p(y1 = ) (Y2 — pia) | (y2 = p1p)?

of(1—p?)  o3(1—p?) o102(1 = p?) o3
o1 (1 —1)* | (w2 — 1) 2p(y1 — py) (Y2 — po)
- 2 2 + 2 -

(1—p?) o7 o5 0109

and hence using the transformation result we have

My, y2) = fxy x((y1 — 1) /(01v/1 = p?) — p(Ya — po)/(02v/1 — p?), (Y2 — p12)/02)J (Y1, y2)

1 1 1 [(yl —m)® (= p)® 2p(y1 — ) (y2 — uz)] }

= ——————¢expq — +
21 \/o203(1 — p?) p{ 2(1—p?) o? o2 0,02
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This is the Bivariate Normal pdf; we say that (Y7, Y2) have a bivariate normal distribution. Note that
this function is symmetric in form; we can exchange the triples (yi, py,01) and (y2, o, 02) without
changing the functional form. Note finally that, in vector form we have the pdf in the form

R N O PR :
Pt = gomen {50 WSy -w) v R

2 2
Y1 My o1 pPO102 1 1 o3 PO102
y = = Y >
[ } [NJ [ poioy 05 } o203(1 — p?) [ —po102 o2 ]

Now, could compute the marginal pdf of Y7 and Y> by integrating out from the joint pdf, for example

fY1(y1) :/_ fY1,Y2(y1:y2) dyo

o ] 1 1 — )2 — )2 2p(ur — _
—/ — : exp{_ . [(3/1 2Ml) i (y2 2#2) _ p(y1 — 1) (Y2 /~L2)}}dy2
—o0 2T \/0253(1 — p?) 2(1 — p?) o1 op 0,02

Setting t1 = (y1 — p1)/01 (a constant), and substituting t2 = (y2 — f9)/02 in this integral we obtain

1 1 0 1
() = ——/ exp {—— 2 412 — 2pt1ty }dtg
R el Bl e o R

and can complete the square in the exponent as t3 + {3 — 2ptits = (ta — pt1)? + t3(1 — p?), so that

M) = %\/ﬁ /Oooo eXP{—ﬁ [(t2 — pt1)* +13(1 - Pz)]}dt2

1 1 1 > (t2 — pt1)?
= ——————¢xp ——tQ}/ exp {—— dts
2m \fot(1 - p?) { 2 ) 2(1 - p?)
1 1 { 1 2}
= ——F———exp] — 1] 27(1 — p?)
27 \fot(1 = p?) 2

as the integrand is proportional to a Normal pdf with expectation pt; and variance (1 — pz). Therefore,
cancelling terms and substituting back in for y; we have

_ 1 1(y1 —ﬂ1)2
fvi(y) = WGXP{_2 0'% }

so that Y1 ~ Normal(uy,0?). By symmetry, we have that Yo ~ Normal(py, 03).

Note also that we have that Yo = py + 02Xo implies Ya ~ Normal(us, 0%) from elementary properties
(location/scale transformations) of Normal random variables. For the conditional distributions, can use
elementary properties of Normal random variables again, that is, given Y2 = yo so that Xo = (ya—p9)/02

Y1 =y +01V/1 = p2X1 + 01p(y2 — o) /02 ~ Normal(py + o1p(y2 — po) /02, 01(1 = p?))

that is, via a location/scale transformation Y = a + bX with a = p; + o1p(y2 — ptg)/02 and b =
o1/ 1 — p?, and similarly for the conditional for Y5 given Y; = ;. Note that the conditional densities
can also be computed from the definition

_ Iy y)
Frmanlve) =20
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To compute the correlation, first compute the covariance using the Iterated Expectation result; we

calculate
COVle,fyz [Y1,Y2] = EfY1 Iy, [Y1Ya] — Ele [Y1] EfY2 [Ya]

where, by the Law of Iterated Expectation
Efy fv, Y1Y2] = Ep, [Efyl\YQ [Y1Y2|Ya = yo

and as Y1|Yz = ya ~ Normal(py + 01p(y2 — pg) /02,03 (1 — p?))

Efy v, Y1Y2|Y2 = o] = (11 + 01p(y2 — 112) /02) Y2

and hence
Efy, [Bryy, MY2Pe =wl] = Bpy, (0 +010(Y2 — 13)/02) Yol
(u1 — o1ppia/02)Epy, [Ya] + 01pE,, [V5] Joa
(11 — T1ppa/02) g + T1p(15 + 03) /02
= fps — O1pp3 /02 + T1pps /o9 + 0109p
and hence

Efy v, [Y1Y2] = pypip + 0102p
Covyy fy, Y1, Y2] = Epy py, V1Y2] = By, V1] Epy, [Ya] = pipo + 01020 — pypg = 0102p

so that, finally,
COVleafYQ [Y1, Y] 01020

[Yia YZ] - — —
\/Varfyl [Yl] VarfYQ [YQ] \/0'%0%

Corrfyl 7fY2

3. We have, for the inverse transformations

_ L 2
Z1 = +/—2logUj cos (2rUs) Ur =exp {_5 (2t + Z2)}
=4

Zy = +/—2log Uy sin (2wUs) Us

= — arctan =2
27 Al

The range of the new variables is R x R. The Jacobian of the transformation (U, U2) — (Z1, Z2) is

8U1 8“1 ]- 2 2 ]- 2 2
_— — 21 €ex —= (271 + 2 2exps ——= (27 + 2
9z 07 ! p{ p (it a)p e (=g (5 +2)
Quy  Dus 1= 1_2a
0z1 Oz 27 z%—l—z% 2w z%+z22
1 22 1,5 o 1 22 1,5
= 27rzf+222eXp{_2 (21 + 2) +27Z%+Z§exp -5 (21 + 2)
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Hence the joint pdf is

1 1
fz1,2, (z1,22) = fu,us <exp {—5 (z% + z%)} 5 arctan z—j> J (21, 22)

1 1 1 1
= 1x %exp{—g (Z%‘FZ%)} = %exp{—a (Z% +Z%)} .
for (21, 22) € R%. Note that

f2,25 (21, 22) = fz, (21) fz, (22)

where

[z, (21) = \/12—7T€XP {—%Z%} [z, (22) = \/12—7T€XP {—%Zg}

so, in fact Z7 and Zs are independent standard Normal random variables.

4. From first principles
Fx(z)=P[X <z|=P[-PlogU <z|=P [U > exp{—%}] =1-Iy (exp{—%}) .
But U ~ Uniform(0,1), so Fyy (u) = u for 0 < u < 1, so

Fx(z)=1— exp{—%}

and so X ~ Exponential(1/(3).

(i) sum k Exponential(\) variables X1, ..., Xk, generated independently using the transformed uni-

form random variables Uy, ..., U where
1

X, = 3 log U;

(ii) events in a Poisson process with rate u.can be obtained by taking cumulative sums of the inde-
pendent exponential random variables from part (i):

[
1
T, = ZX]- X; = - logU; with U ~ Uniform(0,1)
j=1

(iii) v is an integer, by definition of the Chi-squared distribution, and we have that if Z ~ N (0,1),
then X = Z2 ~ x2. But also, using the addition result for independent Gamma random variables
we have that ,
Zy,..sZy ~ N (0,1) =Y =) Z}~x}
i=1
We can simulate Normal random variables using the method from question 3.

(iv) By the result from lectures, simulate
Z~N(0,1) and V ~ x2

independently using the previously described methods, then take
Z

VV/n

T —

which is a Student(n) random variable.
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