
M2S1 : EXERCISES 1 : SOLUTIONS

1. This equation can only hold if all terms are well-defined. Thus we must have P (B) > 0 and
P (B′) > 0 in order for the conditional probabilities to exist. Hence we know that ∅ ⊂ B ⊂ Ω.
Furthermore, we have by the Theorem of Total Probability that

P (A) = P (A ∩B) + P
(
A ∩B′

)
= P (A|B)P (B) + P

(
A|B′

)
P
(
B′
)
.

Hence
P (A)−

{
P (A|B) + P

(
A|B′

)}
= P (A|B) {P (B)− 1}+ P

(
A|B′

) {
P
(
B′
)
− 1
}

and as we have established 0 < P (B), P (B′) < 1, the RHS is no greater than zero. Hence the equality
only holds if

P (A) = P (A|B) = P
(
A|B′

)
= 0

that is, if P (A) = 0.

2. Let Hn be the event that n tosses result in an even number of heads. Conditioning on the result
after n− 1 tosses, and using the Theorem of Total Probability

P (Hn) = P (Hn|Hn−1)P (Hn−1) + P (Hn|H
′

n−1)P (H
′

n−1)

Therefore,
pn = (1− p)pn−1 + p(1− pn−1) = p+ (1− 2p)pn−1

Now, to find a solution to this difference equation, propose pn = A+Bλn for all n ≥ 0. Then

n = 0 p0 = A+B = 1

n ≥ 1 pn = A+Bλn = p+ (1− 2p)(A+Bλn−1)





=⇒ λ = (1−2p), A = B =

1

2
, pn =

1

2
+
1

2
(1−2p)n.

If p < 1/2, (1− 2p) > 0, so pn > 1/2 for all n.

As n −→∞,

pn −→

{
1/2 0 < p < 1
1 p = 0

and if p = 1 no limit exists.

3. Let Fn be the event that the weather is fine on day n. Then conditioning on the weather on day
n− 1, and using the Theorem of Total Probability

P (Fn) = P (Fn|Fn−1)P (Fn−1) + P (Fn|F
′

n−1)P (F
′

n−1) θn = pθn−1 + (1− p)(1− θn−1)

and hence
(
θn −

1

2

)
= (2p− 1)

(
θn−1 −

1

2

)
= (2p− 1)n−1

(
θ1 −

1

2

)
θn =

1

2
+ (2p− 1)n−1

(
θ −

1

2

)

so θn −→
1
2 as n −→∞.
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4. Let E and F be the events that the sequence of tosses results in n Heads, and that the coin is fair
respectively. Then

P (F |E) =
P (E|F )P (F )

P (E|F )P (F ) + P (E|F ′)P (F ′)

(i) P (E|F ) =
(
1
2

)n
, P (E|F

′

) = 1, P (F ) = P (F
′

) = 1
2 , and hence P (F |E) =

1

1 + 2n
.

(ii) P (E|F ) =
(
n

k

) (
1
2

)n
, P (E|F

′

) =
(
n

k

)
pk(1− p)n−k, P (F ) = P (F

′

) = 1
2 , and hence

P (F |E) =
1

1 + 2npk(1− p)n−k
.

5. Let E, F and G be the events that the flower produces ripe fruit, that the flower is pollinated, and
that the fruit ripens respectively. Then P (E) = P (F ∩G) = P (F )P (G) = 2

3 ×
3
4 =

1
2 .

Now let An be the event that the tree produces n flowers, and Br be the event that the tree produces
r ripe fruit (for n ≥ r). Then

P (An|Br) =
P (Br|An)P (An)
∞∑

n=r

P (Br|An)P (An)

Now

P (Br|An) =

(
n

r

)(
1

2

)n
P (An) = (1− p)pn

so

P (An|Br) =

(
n

r

)(
1

2

)n
(1− p)pn

∞∑

n=r

(
n

r

)(
1

2

)n
(1− p)pn

=

(
n

r

)(p
2

)n 1
∞∑

x=0

(
x+ r

r

)(p
2

)x+r
=

(
n

r

)(p
2

)n−r 1
(
1−

p

2

)
−(r+1)

using the binomial expansion for negative exponent. Hence

P (An|Br) =

(
n

r

)
pn−r(2− p)r+1

2n+1
r ≤ n

6. Let Tk be the event that there are k successive positive tests, let S be the event that drugs are
present. Then

P (S|Tk) =
P (Tk|S)P (S)

P (Tk|S)P (S) + P (Tk|S′)P (S′)
=

0.99k × 0.0002

0.99k × 0.0002 + (1− 0.98)k × (1− 0.0002)

as, by conditional independence

P (Tk|S) = {P (T1|S)}
k P (Tk|S

′) =
{
P (T1|S

′)
}k

If k = 1, P (S|T1) = 0.0098.

If k = 2, P (S|T2) = 0.3289.
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