M2S1 : EXERCISES 2 : SOLUTIONS
1. Clearly Fx is continuous, and if ¢ =1,

lim Fx(z)=0 lim Fx(x)=1

r—— r—00

so F'x is a cdf.

d d -
To find the pdf, differentiate Fx; fx(x) = T {Fx(t)},_, = T {e_e t}t_x =exp{—z—e"}, xR
If fx(x) = cg(x) is a pdf, then the corresponding cdf Fx is defined by
g g
( [* ct c 1 1°
—————dt — <
Fx(z) = / fxtyae =4 -
J o0 ct Tt c c 1 17
—————dt ——— dt — 4+ |—=
=R e 2" 21+t2h vl
c
—_— <
2(1+ 2?) z=0
) el +227) 22°) x>0
2(1 + x2)

and hence ¢ = 1.

Ef. [ X ] =0as fx is symmetric about 0, and the expectation integral is finite. We know that

o 0 —$2 [es) :L'2
do= | —2 4 L de=
./_offxm v ./_oo<1+x2>2 “./o Tz =,

as the integrands in these integrals behave like 1/2? as o becomes large, and hence the integrals are
finite, and cancel as they are equal and opposite in sign.

. .. d d 1 2
2. By dlfferentlatlon, fX(ZL‘) = % {FX(t)}t:a: = % {1 — m}t:x = m, x> 0.
.. i 2) 1
(11) EfX[ X } = /O xm dr = X by parts.
P X>anX>a] PX>a] (1+Aa)?
@) PLX>ealX >a == T " P xsa] (i)

which gives the probability of failure after co given operational at c;.

The new cdf, F§ is given by

F3(z)=P[X <z|=P[X<z|X=0]P[X=0]+P[X <2|X >0]P[X >0] =17+ Fx(z)(1-7) x>0

which is only continuous at x = 0 if 7 = 0. For this mixed type of distribution (neither discrete nor
continuous) the definition of expectation utilizes the “weighted average” of values in the sample space
interpretation, that is
1—m7

A

Ep [ X]=0P[X=0] + (1—7?)./0003:fx(:c) dx =
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Bl X1 = [Tars ao= [T [ o} s d:v=/0'°°{/:°fx<x> da} dy

— [Ta-rx)dy= [0 Fr(w) ds
Efn[X"] = ./Oooa:"fx(:c) dx = /000 {./()mryr_l dy} fx(x) de = /Ooo {/yoofx(:c) da:} ry" b dy
— [0 Exoyrytdy= [T P do

Note: the exchange of order of integration is valid if we know that the expectation integral is finite.
This regarded as a standard result for random variables taking only non-negative values, and also holds
in the discrete case with integrals replaced by summations. The important thing is to remember the
trick of introducing a second integral involving dummy variable y. The rest of the result follows after
careful manipulation of the double integral.

4. We have that

EnlX5] = '/Oooa;’“fg(:c) dx = /OOO:L’T [1 +sin(27log x)] fi(x) dx

= /ooxrfl(:c) dx + /OO:L’T sin(27log x) f1(z) dx
Jo Jo

* 2
=En[ X7 ]+ / 2" sin(27 log x)cx ™! exp {_@} dx
J0
00 2
=Ep[ X{ ]+ / e’ sin(2nt) exp {—5} dt  (putting t = logz)

(t—r)?
2

=Ep[ X7 |+ cexp {7”2/2} / sin(27t) exp {— } dt  (completing the square in t))

oo 2
=Ey, [ XT ]+ cexp {r?/2} / sin(2m(s + 1)) exp {—%} ds (putting s =t — 1)

82

=E;[ XT] +cexp{rﬂ/z}/zsin(zm)exp{— 5 } ds =Ey [ X7 ]

as sin(2m(s +r)) = sin(2ws) for r = 1,2, ..., as the integrand is an integrable, odd function about zero.

The result follows after showing that the second integral is zero; it may not be obvious when you start
the manipulation, but the ¢t = log x substitution seems a natural first step - this has two advantages;
first it gets rid of the awkward log terms and secondly it changes the range of integration to the whole
real line leaving an integrand that looks more familiar and tractable. The next step of completing the
square takes a little spotting, but also seems sensible to combine the exp terms. The remainder of
the calculation is similar to the the Cauchy example from the lectures; here the integral is zero as the
integrand is an integrable odd function.
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5. (i) By integration, for x > 0,
Fx(z) = /;fx(t) dt = /Owoﬂt exp {—at} dt = [~atexp {—at}]] + /Oma exp {—at} dt
= —axexp{—azx} + [—exp{—at}]y =1 — (1 + azx) exp {—az}
Hence P[ X >m]=1-P[ X <m]=1—- Fyx(m) = (1+ am)exp{—am}
(i)
Ep[X] = /

J—0C

oo oo

xfx(x) de = / ratrexp {—ax) drx = [—aa:z exp{—am}]go + / 2xaexp {—ax} dx
Jo Jo

:0+g/ ra? exp {—az} dng
a Jo «

as the integrand is a pdf. Hence a change in the expectation to 2/3 corresponds to a change from « to
B in the pdf and cdf. Hence P[ X > m | changes to (14 #m)exp {—pFm}.

6. The cdf of X, Fx is given by
Fx(z) = / fx(t) dt = / A3 dt =2 0<ax <.
J—o0 JO
(a) Y = X%, so Y = (0,1), and from first principles, for y € Y,

Fy(y) =P[Y<y]=P[X*<y|=P[X <y ]=Fxy/)=y =frly)=1 0<y<l

(b) W =eX, s0o W = (1,e), and from first principles, for w € W,

Fw(w) = P[W<w]=PleX <w]=P[X <logw ] = Fx(logw) = (logw)*
— J”W(’Lt))zll(l%w)3 l<w<e

(¢) Z=log X, so Z = (—o0,1), and from first principles, for z € Z,
Fz(2)=P[Z<2z]=P[logX <z]=P[ X <e” | = Fx(e?) = ¥ = fz(2) = 4e¥* —oo<z<1
(d) U = (X —0.5)2, s0 U = (0,0.25), and from first principles, for v € U,

Fy(u) =P[U<u]=P[(X-052?<u]=P] —y/u+05<X < /u+05]

= Fx(y/u+0.5) — Fx(—/u+0.5) = (0.5 + Vu)* — (0.5 — \/u)*

=:Mw:immﬂmeﬁﬂ¥%%

— 2
Nz 0<u<0.25
To find the decreasing function H on (0,1); need Fy(v) = v, 0 <wv < 1, that is, need

P[V < w]=PHX)<v]=v=P[X>H Yv)]=v=1-P[X <H (v)]=v
= {Hﬁl(fu)}‘l:l—vandhenceH(v):1—1)4
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The cdf of X, Fx is given by
:/ fX(t)dt:/ldt:a: 0<xz<l.
J—o0 JO

(a) Y = X% so Y = (0,1), and from first principles, for y € Y,
Fy(y) =P[Y <y]=P[ X" <y|=P[X <y'|=Fx(y") =y = fly=4" 0<y<l
(b) W =e X, s0 W = (e”},1), and from first principles, for w € W,

Fy(w) =P[W<w]=PleX<w]=P[ X > —logw ]

=1-P[X <—-logw]=1-Fx(logw) =1+ logw
1 -1
= fw(w) =5 ¢ <w<1

(c)Z=1-e%X,50Z=(0<z<1—e 1), and from first principles, for z € Z,
Faz) =P[Z<2]=P[1-eX<2]=P[X < —log(l - 2) | = Fx(~log(l - 2)) = log(1 - )

1
= fz(2) =1 0<z<l—e!

(d) U=X(1-X),soU=(0,0.25), and from first principles, for v € U,
Fy(u) =P[U<u]=P[X(1-X)<u]=P[X?-X+u>0]=P[(X —a1)(X —ag) >0]

:P[Xgal]+P[X2a2]:FX(al)+(1—FX(a2)):a1+1—a2

1—+v1—4u 1++v1—4u

where a1 = 5 , Qg = 5
= Fy(u) =1—+1—-4u
2
= fu(lu) =—— 0<u<025

V1—A4u
7. We have fr(r) =6r(1 —r), for 0 <r < 1, and hence
Fr(ry=r*3-2r) 0<r<l1
Circumference: Y = 27R, so Y = (0,27), and from first principles, for y € Y,

3 2>
Fy(y) =P[Y <y]=P[2nR <y] =P[R <y/2n | = Faly/2m) = 2 - 2

= fy(y) 2r—y) O<y<2m

6y
8 Q3
Area: Z = wR?, so Z = (0,7), and from first principles, for z € Z, recalling that fg is only positive
when 0 < z < T,

3/2
Fz(2) =P[Z<2]=P[1R?<z]|=P[R</2/r] FRz/QW—?—Q{W}/

— fz(2) =3132(Jr—z) O0<z<m.
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8. If Y = Fx(X), then Y = (0,1), and as Fx is a monotone increasing function, the unique inverse
function Fy ! exists, so we have that

Fy(y) =P[Y <y]=P[Fx(X)<y]=P[X <Fy'(y) | =Fx(Fx'(y)) =y

= frly) =1 0<y<l
so Y has a constant density on (0, 1).
9. By integration

5 a+1 B 5 « :c_ T —a
- g [5()" a [ ) [ () oo

IfY =log X, then Y =R, and

Fy(y) =P[Y<y]|=P| logXSy]:P[XSey}:FX(ey)zl—<1+%>_a

a+1
= fr(y) =%€y<5fey> yeR

If Z =¢4+0Y, then Y = (Z — €)/0, so the density of Z can be found easily using transformation

techniques
a+1
_ O -0/ p 1
fz(z) = N <ﬁ—|—e(z—5)/9> 7 zeR

10. (i) We have
fx(@)=k(x—a)(b—z)=k(—ab+ (a+b)x—2?) a<x<b

and hence, fora <z < b

='/;fX(t) dt = /jk(—ab—k(a—kb)t—tz) dt =k [—abt+

(et 5) (2

and Fx(b) =1 gives

R )

a+b ﬁ .
2 31,

1
=z (- —6ab? + 3ab® + 3b° — 26° + 6a°b — 3a® — 3a®b + 2a”)
- é(b ~ a)?

(i) fY = (X —a)/(b—a), then Y = (0, 1), and the inverse transformation is given by X = a+(b—a)Y,
and thus using the transformation theorem

fr(y) = fx(a+(b—a)y) . J(y) = (b_a)?,((b—a)y)(b—a—(b—a)y) (b—a)=6y(l-y) O0<y<l1
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(iii) If Z = Y(1 = Y), then Z = (0,0.25), and
Fz(2) =P[Z<z]|=P[Y1-Y)<2z]=P[Y?-Y+2>0]=P[(Y —a)(Y —aa) >0]
:P[Yfal}-&-P[YZQQ}:Fy(a1)+(1—Fy(a2))

= where aq =

1—+1—4z2 o 1++1—4z2
—_— =
2 2

s ) = <fy<—1_m>+fy<—1+\/21_ﬁ>>

VI-4z 2
() (- ) () )
:2\/%(1_(1—42;)):\/% 0<2<025.
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