TOTAL PROBABILITY AND BAYES THEOREM

WORKED EXAMPLES

EXAMPLE 1. A biased coin (with probability of obtaining a Head equal to p > 0) is tossed repeatedly
and independently until the first head is observed. Compute the probability that the first head appears
at an even numbered toss.

SOLUTION: Define

e sample space €) to be all possible infinite binary sequences of coin tosses
e cvent Hy - head on first toss

e event E - first head on even numbered toss.
We want P(E) : using the Theorem of Total Probability, and the partition of 2 given by {Hi, H]}
P(E) = P(E|H1)P(H:) + P(E|H})P(Hi)

Now clearly, P(E|H1) = 0 (given Hj, that a head appears on the first toss, E cannot occur) and also
P(E|H{) can be seen to be given by

P(E|H}) = P(E') =1 - P(E)

(given that a head does not appear on the first toss, the required conditional probability is merely the
probability that the sequence concludes after a further odd number of tosses, that is, the probability
of E'). Hence P(E) satisfies

P(E)=0xp+(1-P(E)) x(1-p)=(1-p)(1-PE))

so that L
—-Pp
P(E)=——.
(B)= 52
Alternately, consider the partition of E into E1, Eo, ... where Ej is the event that the first head occurs
o

on the 2kth toss. Then F = |J Fk, and
k=1

P(E)=P (I:L:jl Ek> - é P(Ey).

Now P(Ey) = (1 —p)*7!p (that is, 2k — 1 tails, then a head), so

PE) = & 1-p*p

—_

1—pi=t

_p _(1-p)?
l-pl—(1-p)?
1-p



EXAMPLE 2. Two players A and B are competing at a trivia quiz game involving a series of ques-
tions. On any individual question, the probabilities that A and B give the correct answer are o and

0 respectively, for all questions, with outcomes for different questions being independent.
finishes when a player wins by answering a question correctly.

Compute the probability that A wins if

(a) A answers the first question .(b) B answers the first question

SOLUTION: Define
e sample space () to be all possible infinite sequences of answers
e cvent A - A answers the first question
e cvent F' - game ends after the first question
e event W - A wins.

We want
P(W|A) and  P(W|4)

Using the Theorem of Total Probability, and the partition given by {F, F'}
P(W|A) = P(W|AN F)P(F|A) + P(W|AN F)P(F'| A).

Now, clearly

P(F|A) = P[A answers first question correctly] = « P(F|A)=1-«
and PW|ANF) =1, but P(W|ANF'") = P(W|A’), so that

PWIA) =(1xa)+ (PW[A)x (1-a)).=a+PW[A)(1-a)
Similarly
PW|A) = P(WIA'NF)P(F|A") + PW|A N F)P(F'|A").

We have

P(F|A") = P B answers first question correctly] = 3 P(F|A)=1-p
but P(W|A'NF)=0. Finally P(W|A'NF') = P(W|A), so that

P(W]A) = (0 x 8) + (P(W|A) x (1 = 8)). = P(W]A) (1 - 5)

Solving (1) and (2) simultaneously gives, for (a) and (b)

(07

I-(1-a)(1-7)

POV = T1-(-a)(i-7)

Note: recall, for any events Ey and Eo we have that
P (EY|E) = 1 — P (E1|E,)

but not necessarily that

P (Er|Ey) =1 — P (E1|Ey)

The game



EXAMPLE 3. Patients are recruited onto the two arms (0 - Control, 1-Treatment) of a clinical trial.
The probability that an adverse outcome occurs on the control arm is pg, and is p; for the treatment
arm. Patients are allocated alternately onto the two arms in the sequence 010101..., and their outcomes
are independent

What is the probability that the first adverse event occurs on the control arm. ?
SOLUTION: Define

e sample space €) to be all possible infinite sequences of patients outcomes
e event Fj - first patient (allocated onto the control arm) suffers an adverse outcome

e event F - first patient (allocated onto the control arm) does not suffer an adverse outcome, but
the second patient (allocated onto the treatment arm) does suffer an adverse outcome

e event Fy - neither of the first two patients suffer adverse outcomes

e cvent F - first adverse event occurs on the control arm
We want P(F). Now the events E7, Es and Ey partition €2, so, by the Theorem,
P(F) = P(F|Ey)P(E1) + P(F|E)P(E2) + P(F|Ey)P(E).

Now
P(E1)=po  P(E2)=(1-po)p1  P(Eo)=(1-po)(1l—p1)

and P(F|E;) = 1, P(F|E2) = 0. Finally, as after two non-adverse outcomes, the allocation process
effectively re-starts, so P(F|Ep) = P(F). Hence

P(F) = (1 xpo) + (0 x (1 =po) pr) + (P(F) x (1 =po) (1L = p1)) = po + (L = po) (1 — p1) P(F)
which can be re-arranged to give

Po + p1 — Pop1

EXAMPLE 4. In a tennis match, with the score at deuce, the game is one by the first player who
gets a clear lead of two points.

If the probability that given player wins a particular point is 6, and all points are played independently,
what is the probability that player eventually wins the game

SOLUTION: Define

e sample space €2 to be all possible infinite sequences of points
e event W; - nominated player wins the ith point
e event V; - nominated player wins the game on the ith point

e event V - nominated player wins the game.



We want P (V). The events {W7, W]} partition 2, and thus, by the Theorem

P(V) = P(V[W1)P(W1) + P(V W) P(W)). (3)

Now P(W1) =6 and P(W]) =1—0. To get P(V|W;) and P(V|W/), we need to further condition on
the result of the second point, and again use the Theorem: for example

P(V|W1) = P(V|W1 N WQ)P(WQ|W1) + P(V|W1 N Wé)P(WﬂWl) (4)
P(V|W{) = P(V|W{ N WQ)P(W2|W{) + P(V|W{ N Wé)P(WﬂW{)
where
P(V|W1QWQ)=1 P(WQ‘Wl) =P(W2) =40
P(VIWi nW}) = P(V) P(W|Wh) = POW) =1—6
P(V|W{QW2) ZP(V) P(W2|W{) :P(Wg) =40
P(VIWiNnW;) =0 P(Wy|Wy) =P(W3) =1-90
as,

given W1 N Ws
given Wy N W3
given W N Wy
given W{ N W,

the game is over, and the player has won
the game is back at deuce
the game is back at deuce

the game is over, and the player has lost

and the results of successive points are independent. Thus

P(V[W)
PV

Hence, combining (3) and (4) we have

(1% 8)+(P(V)x(1—8) =0+ (1—80) P(V)
(P(V) % 0) +0x (1—0) = 0P(V)

PV)=(0+(1—0)P(V)0+0P(V)(1-6)=062+20(1—0)P(V) = P(V)

Alternately, {V;,i = 1,2,...} partition V. Hence

P(V)=>_P(V)
i=1

92
T 1-20(1-0)

Now, P(V;) = 0 if ¢ is odd, as the game can never be completed after an odd number of points.
i=2, P(V) =62 and for i =2k +2 (k= 1,2,3,...) we have

P(V;) = P(Vagy2) = 2805 (1 — 0)F x 62

- the score must stand at deuce after 2k points and the game must not have been completed prior
to this, indicating that there must have been k successive drawn pairs of points, each of which could
be arranged win/lose or lose/win for the nominated player. Then that player must win the final two
points. Hence

92

P(V)= ;P(VZHQ) = 92];]{29(1 - 9)}k T 1-20(1-0)

as the term in the geometric series satisfies [20(1 — )| < 1.



EXAMPLE 5 A coin for which P(Heads) = p is tossed until two successive Tails are obtained.

Find the probability that the experiment is completed on the nth toss.

SOLUTION: Define

e sample space €2 to be all possible infinite sequences of tosses
e event Fj : first toss is H

e cvent Fy : first two tosses are TH

e cvent F3 : first two tosses are TT

e event F), : experiment completed on the nth toss
We want P (F,,) for n = 2,3,... .The events {E1, E2, E3} partition €2, and thus, by the Theorem
P(Fy,) = P(Fy|E1)P(E1) + P(Fo|E2) P(E2) + P(F,|E3)P(E3). (5)

Now for n =2
P(Fy) = P(E3) = (1 - p)*

and for n > 2,
P(F,|E1) = P(F,—1) P(F,|E2) = P(Fy,—2) P(F,|E3) =0

as given F; we need n — 1 further tosses that finish T'T for Fj, to occur, and given Fs, we need n — 2
further tosses that finish T'T for F;, to occur, with all tosses independent. Hence, if p, = P(F,) then
p2 = (1 — p)?, otherwise, from (5), pysatisfies

Prn=(Pn-1%xXp)+ @Pn2x(1—=p)p) =ppn1+p(l—p)pn2

To find p,, explicitly, try a solution of the form p,, = A\} + BA} which gives
AN? + By = p (AN} 1+ BN ) +p(1 - p) (AN} 2 4 BXS?)
First, collecting terms in A\ gives
A =pATT 4 p(L = PN T = A —pAi —p(1-p) =0
indicating that A\; and A9 are given as the roots of this quadratic, that is

_p—/pP*+4p(1 —p) _p+ VPP +4p(1 —p)
A\ = 5 Ay = 5

Furthermore,
n=1:p; =0 = AN\ +BX =0
n=2:pp=(1-p)? = AN +B\ =(1-p)?
(1—p)* A1 (1—p)*
— A= TP B Mgy __U=p"
A1 (A1 — A2) A2 X2 (A1 — A2)
(L=—p?X | (1=p*X  (1=p)° (1
- n = — + = AT = AT n > 2
P M (A2 = A1) A2 (A2 =) p(4—3p) ( ? ! )



EXAMPLE 6 Information is transmitted digitally as a binary sequence know as “bits”. However,
noise on the channel corrupts the signal, in that a digit transmitted as 0 is received as 1 with probability
1 — «, with a similar random corruption when the digit 1 is transmitted. It has been observed that,
across a large number of transmitted signals, the Os and 1s are transmitted in the ratio 3 : 4.

Given that the sequence 101 is received, what is the probability distribution over transmitted signals 7
Assume that the transmission and reception processes are independent

SOLUTION: Define
e sample space {2 to be all possible binary sequences of length three that is

{000,001, 010,011, 100,101, 110,111}

e a corresponding set of
signal events {Sp, S1,52, 53, S4, S5, 56,57} and
reception events { Ry, R1, Ra, R3, R4, R5, Rg, R7}

We have observed event Rj, that 101 was received; we wish to compute P (S;|R5), for i = 0,1,...,7.
However, on the information given, we only have (or can compute) P (R5|S;). First, using the Theorem
of Total Probability, we compute P(R3)

7
P(Rs) =Y P(Rs|S;)P(S)). (6)

=0

Consider P(Rs5|Sp); if 000 is transmitted, the probability that 101 is received is (1 — a) x ax (1 —a) =
a(l— a)2 (corruption, no corruption, corruption) By complete evaluation we have

P(Rs|So) = a(1—a)*> P(Rs|S1) =a%(1—a) P(Rs|S)=(1-a)® P(Rs|S3) =a(l—a)
P(R5|S4) = a? (1—a) P(Rs5|S5) = a? P(R5|S¢) = a (1 — Oz)2 P(R5|S7) = o? (1-a)

Now, the prior information about digits transmitted is that the probability of transmitting a 1 is 4/7,

S () - () - ()
rao=(3) () =)' () rso= () () o= G)

and hence (6) can be computed as

4803 + 13602 (1 — a) + 123a (1 — a)* + 36 (1 — a)®
343 ‘

Finally, using Bayes Theorem, we have the probability distribution over {Sy, S1, S2, Ss, S4, S5, Se, S7}
given by

P(Rs) =

P(S1s) = T,

For example, the probability of correct reception is

P(Rs|S5)P(S5) 4803

P(S5|R5) = =
(S5|F5) P(Rs) 4803 413602 (1 — a) +123a (1 — a)? + 36 (1 — a)®
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Figure 1: EXAMPLE 6: Posterior probability as a function of «

EXAMPLE 7 On a given Saturday afternoon, Oxford Street in London comprises 2/3 Helpful people
who, when asked for directions, will give the correct answer with probability 3/4, but also 1/3 Unhelpful
people who will, maliciously or otherwise, give the incorrect answer with probability 1.

Compute the following probabilities, assuming that the answers given are conditionally independent,
given the category (Helpful or Unhelpful) of person asked :

(a) You ask a randomly selected person whether a famous landmark is to the North or South; you
are given the answer North. What is the probability that is correct ?

(b) You ask the same person a total of r times, and receive the same answer each time . What is the
probability that it is correct ?

(c) If the fourth answer is, instead, South, compute the probability that North is in fact correct, in
light of the first four answers

(d) Suppose that you believe, prior to any inquiries, that North is correct with probability p. Show
that the first answer received does not contain any useful information for you.

(e) If the first two answers given are the same, show that still no useful information has been elicited.

(f) Show that, if three identical answers, the information gained should not be ignored.

SOLUTION: Define

e [, - event that you receive r identical answers
e T - event that the answer given is correct
e [ - event that the person asked is, in fact, Helpful

e N - event that the correct answer is North



We first need to compute P(T'|I,) for r = 1,2,.... Then, using the conditional probability definition,
and a partition given by H,
P(TNL) PTNLNH)+P(TNILNH) P(TNIL|H)PH)

P = =gy = P(I) B P(Iy)

as P(TNI,NH')=0. Now

P(T AL H) = (§> P(H) =

2
4 3

P(I;) = P(I,|H)P(H)+ P(I,|H)P(H") = ([P(I, NT|H)+ P(I, N"T'|H)] x P(H)) + (1 x P(H"))

((OROINGINE

(b) Therefore, in general,

and specifically
(a) P(T|I) = 3. Note, also, that P(T|I) = %, but P(T|I3) = 55 and P(T|I4) =

(c) If the fourth answer is different from the previous three, then the person must be Helpful, and we
can condition on H, giving
) o

P(TyN DN I|H) B (3)'( B
P(TsNDNI|H)+ P(TsN DN I H) @)3 (;) " (3) (1)3 10

1 1) \1

(=

P(TgﬂD‘IgﬁH) =

where D means a different answer given on the fourth enquiry, 73 means that the first 3 answers
given were correct.

(d) We now want P(North Correct|Answer given is North) and P(North Correct|Answer given is
South). By the conditional probability definition, utilizing a suitable partition

P(Ncor N Nans)
P(Nans)

Various terms that are used to construct these probabilities are

P(Ncor|Nans) =

(1) P(NCOR N NanNS ﬂH) = P(NANS|HﬂNCOR)P(H|NCOR)P(NCOR) = % X

wino

X p

(2) P(NcorN NansNH')=P(Nans|H' N Ncor)P(H'|Ncor)P(Ncor) = 0 x % X p

(3) P(Noor N Nans N H) = P(Nans|H 0 Noop) P(H|INGor)P(Npog) = 1 % 3 % (1—p)
(4) P(Noor N Nans N H') = P(Nans|H' 0 Nop) P(H'|Noor) P(NGog) =1 % 3 % (1 - p)

and hence

m+@ 3p+0
M+ +B)+(@)  fp+0+i(1-p +i(1—p

P(Ncor|Nans) = ; —p



It can be shown similarly that, as Ncor = (Ncor N Nans) U (Ncor N Nyns)s

P(NcorN N'yns)  P(Ncor) — P(Ncor N Nans) p—3p
P(N, N’ = = = 20 _
(Ncor|Nans) P(Nyng) 1 — P(Nans) 1— % p

(e) Using an obvious extension of notation, we wish to compute

P(Ncor N Nfz)vs)
P(N's)

P (NCOR|N/(4212rs) =
for which we need
2
(1) P(NeorNNZonH) = P(NE ¢|HN Neor)P(H|Noor)P(Neor) = (g) x 2 xp

(2) P(NcornN fofvs NH') = P( ANS|H N Ncor)P(H'|Necor)P(Ncor) = 0 x

Wl
X
=

2
(8) P(Nbor N Niks NH) = PINS | H 0 Neo ) PHING ) P(NGog) = (1) % 3 x (1-p)

(4) P(Nbor N NGhs N H') = P(N 6l H N Nbor) P(H' NG ) P(Nbor) = 1 x & x (1= p)
so that
(1) +(2) 2p+0
P(Noor|N'Rg) = = =p
NeorlNans) = T v 3+ @) - Zpr0r2(-p)+ E0-p)

2y (2) 9
P(N, NN P(N, — P(N, NN — =

P(NCOR|NAN5) ( COR o ANS) _ ( COR) ( ((JQO)R ANS) _ p Qép =p

P(Nins) — P(Nns) =5

(f) By a further extension, first we compute

3
(1) P(Noor N Nks 0 H) = P(NSXs|H 0 Neor)P(H|Neor) P(Neor) = (3) x 3 x p

X

(3) P(NcornN Nf]zrs NH') = P( AN3|H' N Necor)P(H'|Ncor)P(Ncor) = 0 x

wl
X
S

3 3
(8) P(Nbor N Niks N H) = PINSY |l H N Neo ) PHIN ) P(Noog) = (1) x 3% (1-p)

3 3
(4) P(NGor N Niks VH') = PN [H' 0 Njo ) POH'|NGo ) P(NGoR) =1 % 3

w
X
—~

—_
|
.

so that

@ We) 5P+ 0 -
PNoorlNans) = @ v 3+ @) ~ %p+0+9—169(61—p) +5(1—-p) 9p+11(1-p)

P(Neor N NiYs) _ P(NCOR) P(Neor N Nixs) _ 69

P(NGs) — P(N'Rs) 63 + 6p

P(Noor|N$rg) =

and the probability has been updated in light of both new pieces of information
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EXAMPLE 8 While watching a game of Champions League football in a bar, you observe someone
who is clearly supporting Manchester United in the game.

What is the probability that they were actually born within 25 miles of Manchester 7. Assume that the
probability that a randomly selected person in a typical local bar environment is born within 25 miles

of Manchester is 2—10, and that the chance that a person born within 25 miles of Manchester actually

supports United is 1—70. Assume also that the probability that a person not born within 25 miles of

Manchester supports United with probability %0
SOLUTION: Define

e B - event that the person is born within 25 miles of Manchester

e U - event that the person supports United.

We want P(B|U). By Bayes Theorem,

_ PUB)P(B) _ P(U|B)P(B)
P(B|U) = P(U)  P(UB)P(B)+ P(U|B)P(B)
_
5+ 5B
7
= g5 = 0269



