MULTIVARIATE DISTRIBUTIONS - WORKED EXAMPLES

EXAMPLE 1 Let X; and X3 be discrete random variables each with range {1,2,3, ...} and joint mass

function c

21+ 29 — 1) (21 + 22) (21 + 29 + 1)

and zero otherwise. The marginal mass function for X is given by

Ix1,x (21, 2) = ( 1,0 =1,2,3, ..
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as all other terms cancel, and to calculate ¢, note that
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as all terms in the sum except the first cancel. Hence ¢ = 2, and by symmetry fx, and fx, are identical.

EXAMPLE 2 Let X; and X5 be continuous random variables with ranges X; = Xy = (0,1) and joint
pdf defined by
fXLXQ(CL’l,‘TQ) = 4331:132 0< T < 1, 0< Ty < 1

and zero otherwise. For 0 < x1, x5 < 1,

Lo pT1 Lo I
FX17X2 (CCl,IL'Q) =/ / fXLXQ(tl,tQ) dt1dts =/ / 4t1ty dt1dts
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and a full specification for F, x, is

0 T1,T2 SO
(r129)? 0<x,290 <1

Fx, x,(z1,29) = { 22 O<ai <l,20>1
73 O<ap<l,m>1
1 T1,T2 > 1

To calculate P[ (X7 + X2)/2 < ¢ ], need to integrate fx, x, over the set
A={ (r1,22) : 0<m,za<1,(x1+mx2)/2<c},

that is, if ¢ =1/2,

1 pl—z 1 1
P{ (X1 —|—X2) <1 } = / / 4:L’1:L'2 d:L‘ld:L'Q = / 2:L’1(1 - 5131)2 d:L‘l = 6
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[Hint: before trying to calculate the probability, sketch the joint range and the set AJ.



EXAMPLE 3 Let X1, X5 be continuous random variables with ranges X; = Xy = [0, 1], and joint pdf
defined by

fxix(1,20) =1 0< 2,290 <1
and zero otherwise. Let Y = X7 + X5. Then
Fy(y) =P[Y <y]=P[ X1+ Xo <y]
Clearly Y has range Y = [0, 2], Now, to calculate P[ (X7 4+ X3) <y |, need to integrate fx, x, over the
set Ay ={ (z1,22) : 0<m,x2 <1l,x1+22 <y }. Nowfor 0 <y <1,

2
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P[(X1+X2)<y]=/ / 1d$1d$2=/(y—$2)d$2=7
JOo JO JO

whereas for 1 <y < 2, we have
2

1
1dzidxy = 1—/ (1—y+mo) dxg = —y—+2y—1
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These two expressions give the cdf Fy, and hence by differentiation we have

_J Y O<y<l
fY(y)'_ { 2__y 1 S;y < 2

and zero otherwise.
[Hint: before trying to calculate the probabilities, sketch the set A, in the two cases 0 <y < 1 and
1<y <2/

EXAMPLE 4 Let X; and X3 be continuous random variables with ranges X; = (0,1), Xa = (0,2)
and joint pdf defined by

xlmg) O<r1 <1, 0<a9 <2

IX1,%5 (w1,22) = ¢ (33% + ~5

and zero otherwise. To calculate ¢, we have
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/ / fx1.x0 (21, x2)dx1drs = / / c (m? + $1$2) dzidxy = / c 1 + T1%2 dxo
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so ¢ =6/7. The marginal pdf of X is given by

oo .2
6 T
Ixy (1) =/ fx1,x0 (21, 22) dm2=/ ?<m%+ 122) dis
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7 O<r <1

and zero otherwise. To compute P[ X7 > X5 ], let A ={ (z1,22) : 0<x1 <1,0 <2 < 2,22 <21 },
so

6 [ 20 4 a:la;%r _ 6a1 (221 +1)
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EXAMPLE 5 Let X7, X2 and X3 be continuous random variables with joint ranges
X6 = { (x1,22,23) : 0 < <wa<z3<1}
and joint pdf defined by
Ixi X0, x5 (21, 00,23) =¢ 0<my <a9<a3<1

and zero otherwise. To calculate ¢, integrate carefully over X®), that is

oc  poc 00 1 T3 T2
/ / / le’XQ’X3($1,$2,CL’3) da:l d.CL’Q da?g =1= / {/ {/ C da:l} da?g} da?g =1.
J—o0J -0 -0 JO JO JO
Now 1 1 1 2
. T3 -T9 . T3 .
/ {/ {/ cd:r:l} dmg} dx3=/ {/ ) dxg} dxs =/ €13 dxs = ¢
0 0 0 0 0 0 2 6

and hence ¢ = 6.

Also, for 0 < z3 < 1,

[e%e} [e%e} T3 T2 I3
fXg (IL‘3) = / / le’X27X3 (1‘1,1‘2,1‘3) dl‘l d:L‘Q = / {/ 6 d:L‘l} dl‘g = / 6:L‘2 dl‘g = 31‘%
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and zero otherwise. Similar calculations give

fX1($1)=3(1—$1)2 O<ar <1
fxo(x2) =6x2(1 —22) O<@p<1

and zero otherwise, and furthermore

1

fX17X2(m17x2) = / fX1,X2,X3 (:L‘l,:L‘Q,:L‘?,) d:L‘3 = / 6 d:L‘3 = 6(1 — :L‘g) 0< T < X9 < 1
J—o0 Jxzo

and zero otherwise. Combining these results, we have, for example

fxi,x.(x1,2) 1
= s = 0< <
Pxaixa(ile:) fx,(22) To s

and zero otherwise for fixed xs.

We can calculate the expectation of X either directly or using the Law of Iterated Expectation: we

have .

1
x1fx, (1) doy = / x1 3(1 — 1) day = i
0

e

Efxl[Xl]Z/

—0o0
or, alternatively,

> 1 xI9

L2
xle1|X2($1|CI:2) d,flfl = / xr1— d,flfl = 7
JO

Efy ix, [ X11X2 =22 ] = / o

—0o0

and hence by the law of iterated expectation
Efx1 [(X1] = Efx2 |:EfX1|X2 [ X1|X2 =22 | }
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T 1

= / Efc ix, [ X1 X2 =32 | fxy(w2)dwy = / 72 G2 (1 — xp)dwy = o
o 0



EXAMPLE 6 Let X7, X5 be continuous random variables with joint density fx, x, and let random
variable Y be defined by Y = ¢(X1,X2). To calculate the pdf of Y we could use the multivariate
transformation theorem after defining another (dummy) variable Z as some function of X7 and Xs, and
consider the joint transformation (X1, X2) — (Y, 2).

As a special case of the Theorem, consider defining Z = X;. We have

fr)= [ a2 de= [ fplonfa) de= [ frole o) do

as fv,z(y,2) = fy|z(y|z)fz(z) by the chain rule for densities; fy|x, (y|z1) is a univariate (conditional)
pdf for Y given X7 = z7.

Now, given that X; = x;, we have that Y = g(x1, X2), that is, Y is a transformation of X5 only.
Hence the conditional pdf fy|x,(y|z1) can be derived using single variable (rather than multivariate)
transformation techniques. Specifically, if Y = g(z1,X2) is a 1-1 transformation from Xy to Y, then
the inverse transformation Xo = g~ !(x1,Y) is well defined, and by the transformation theorem

% {gil(xla t)}t:y

FrixaWle) = Fox (9 (@, 9)) (1) = fxox (97 (@1,y) | 21)

and hence

fr(y) = /oo fox (97 (@1,y) | 1) % {gl(ﬂflat)}t:y' fx,(21) doy

For example, if Y = X; X», then Xy = Y/X1, and hence
o[t
ot 1 t=y

fr(y) = /_00 Fxaixa (y/an | @) o1 fx, (1) das.

= |z1| "

% {g_l ('rlv t) }t:y

SO

The conditional density fx,|x, and/or the marginal density fx, may be zero on parts of the range of
the integral.

Alternatively, the cdf of Y is given by
Fy(y) =P[Y <y | =P[g(X1,X2) <y | = / /fxl,Xg(@“l,ﬂ?Q) dxayda,
JA,.

where Ay = { (z1,22) : g(x1,22) <y } so the cdf can be calculated by carefully identifying and inter-
grating over the set A,.

EXAMPLE 7 Let X, X5 be random variables with joint density fx, x, and let g(X7). Then

Efy, x, [9(X1) ] =/ / g(fﬂl)fxl,XQ(-’ﬂth)dxldm=/ / 9(21) fx, x5 (T1]22) fxp (22) dardas

- { | sensx e dml} Fralw2) de

—0o0 —0o0

= EfXQ |:Efxl|x2 [g(Xl) | Xo =@ } i| = Efxl [g(Xl) }

by the law of iterated expectation.



EXAMPLE 8 Let X, X5 be continuous random variables with joint pdf given by

—(z1422)

Ix1,5, (21, 22) = 210 x1,72 >0

and zero otherwise. Let Y = X7 4+ X5. Then by the Convolution Theorem,

00 Y 2
fr(y) = / Ixi,xe (21, — @1) dwy = / are” W) gy = %e,y y>0
J—o0 J0

and zero otherwise.

Note that the integral range is 0 to y as the joint density fx, x, is only non-zero when both its arguments
are positive, that is, when x1 > 0 and y — x1 > 0 for fixed y, or when 0 < 21 < y.

It is straightforward to check that this density is a valid pdf.

EXAMPLE 9 Let X3, X5 be continuous random variables with joint pdf given by
X% (T1,22) =2(@1 +22)  0<a1 <w9<1

and zero otherwise. Let Y = X7 + X5. Then by the Convolution Theorem,

y/2
/ dde  0<y<l
o 0
fr(y) = / fx1,x0 (21, — 1) doq = o
. "
[wan sy
y—1

and zero otherwise, as fx, x,(21,y —x1) = 2y when both z; and y — x; lie in the interval [0, 1] with
x1 <y — x for fixed y, and zero otherwise. Clearly Y takes values on Y = [0,2]; for 0 < y < 1, the
constraints 0 < z; < y—x; < 1imply that 0 < 27 < y/2 for fixed y, whereas if 1 <y < 2 the constraints
imply 1 —y <z <y/2.

Hence
y? 0<y<1

y(2-y) 1<y<?2
It is straightforward to check that this density is a valid pdf.
[Hint: sketch the region of (X1,Y) space on which the joint density fx, x,(x1,y — x1) is positive; this

region is the triangle with corners (0,0),(1,2),(0,1). The consider integration over x1 for fized y in the
two ranges.



COVARIANCE CALCULATIONS If X; and X2 are continuous random variables with joint mass
function/pdf fx, x,, then the covariance of X; and Xj is is defined by

CjOVfXLX2 {XluXQ] = Ele,XQ [(Xl — ,ul)(XQ — IUJQ)}

00 00
= / / (21 — 1) (2 — p2) fxy,x5(T1,72) dwidws
—o0J —c0
(oo (oo
= / / (X129 — 1 p2 — Topuy + pafi2] fx,,xo (21, 22) doidrs
J—00J —OQ
(oo (oo o o
= / / 122 fx, X5 (21, 22) dx1dzs — ,LLQ/ / T1fx,, %o (21, 22) dx1das
J—0CJ —O0 J—00J —00

(o o] (o o] o o0
- Ml/ / T2 fx, X0 (01, @2) drrdwy +M1M2/ / fx1 xo (21, 22) dzrdas
J—0CJ —O0 J—0o0J —o0

=Ef o, [ X1Xo | =By [ Xa ] =B [ Xo ]+ pape

=Efy, x, [ X1 X2 | — pape

where p; = Ey, [X;] is the marginal expectation of X;, for i = 1,2

The proof of the results for the expectation and variance of sums of random variables proceed similarly.
IfY = X7 + Xo, then

Ep [Y] =E; ., [Xi+Xo]= / / (x1 + 22) fx1,x, (21, ¥2) dr1dTy

:/ / 1 X, (71, 72) da?1d332+/ / x2 fx,,x, (%1, 2) dridxs

:Efxl [X1]+Efx2 [XQ]

Varfy[ Y } = Varfxl,xg[ X1+ Xo } = Ele,XQ [ (X1 + X2 — (1 + NQ))Q ]

= / / (21 4 22 — 1 — p12)* fxy,x, (@1, 22) dziday
= / / (21— 1) + (w2 — p2)® +2(21 — 1) (x2 — p2)] Fxoxo (21, 22) dwrday
= / / (21— p1)* fxy x0 (21, w2) dayday +/ / (22 — p12)” fx1,x0 (21, 22) dzrdas

+ 2/ / (X1 — 1) (2 — p2) fxi xo(x1,22) drides

= Varfxl[ Xi ] +Vaer2 [ X5 ] + QCOfol,XQ[ X1, Xo ]

and the result for the sum of n variables follows similarly, or by induction.



EXAMPLE 10 Let X3, X3 be continuous random variables with joint pdf given by
fXLXQ(l‘l,l‘Q):C 0<IL‘1<1,$1<$2<IL‘1+1

and zero otherwise. To calculate ¢, we have

o0 o0 1 px1+1 1 1
/ / fx1.x0 (21, 22) dwodzy = / / c dzodx, = / c[argﬁfl dr, = / cdry =c
J—o0J—oc0 JO Jxy JO JO

so ¢ = 1. The marginal pdf of X is given by

00 x1+1
le (:L‘l) = / fX17X2(:B17x2) dl‘g = / 1 d:L‘Q =1 O<ari <1

Z1

and zero otherwise, and the marginal pdf for X5 is given by

T2
/ 1 dax; = 9 O<xe <1
JO

1 dxy =2 — 29 1<3<2

Ix,(x2) = /00 fx1.x (21, 22) day = /1

xo—1

and zero otherwise. Hence

1

1

En, [X1] = / x1 fx, (x1) doy = / 1 dxy = 5
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J =00
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Varfxl[Xﬂ = / x] fx, (x1) da:l—{EfXI[Xl}} _./0 23 dml_z_ﬁ

J =00

o0

1 2
EfX2 [XQ ] = / atngQ(atg) dxy = / .CL’% dxs + / .732(2 — 332) dxo
JO J1

VaerQ[Xg} :/
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The covariance and correlation of X7 and Xy are then given by

COVfXLX2 [ Xl,XQ ] = / / xlele,XQ (.731,5132) d.il?gdﬂ?l — Ele [ X1 ] EfX2 [ X2 }
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