
M2S1 - EXERCISES 3: SOLUTIONS

1. Clearly FX is continuous, and if c = 1,

lim
x−→−∞FX(x) = 0 lim

x−→∞FX(x) = 1

so FX is a cdf.. To find the pdf, differentiate FX ;

fX(x) =
d

dt
{FX(t)}t=x =

d

dt

{
exp

{
−e−λt

}}
t=x

= λ exp
{
−λx− e−λx

}
x ∈ R.

If fX(x) = cg(x) is a pdf, then the corresponding cdf FX is defined by

FX(x) =
∫ x

−∞
fX(t) dt =





∫ x

−∞
− ct

(1 + t2)2
dt

∫ 0

−∞
− ct

(1 + t2)2
dt +

∫ x

0

ct

(1 + t2)2
dt

=





[
c

2
1

1 + t2

]x

−∞
x ≤ 0

c

2
+

[
− c

2
1

1 + t2

]x

0

x > 0

=





c

2(1 + x2)
x ≤ 0

c(1 + 2x2)
2(1 + x2)

x > 0

and hence c = 1, as we must have lim
x−→∞FX(x) = 1

EfX
[ X ] = 0 as fX is symmetric about 0, and the expectation integral is finite. We know that

∫ ∞

−∞
xfX(x) dx =

∫ 0

−∞

−x2

(1 + x2)2
dx +

∫ ∞

0

x2

(1 + x2)2
dx = 0

as the integrands in these integrals behave like 1/x2 as x becomes large, and hence the integrals are
finite, and cancel as they are equal and opposite in sign.

2.

EfX
[ X ] =

∫ ∞

0
xfX(x) dx =

∫ ∞

0

{∫ x

0
dy

}
fX(x) dx =

∫ ∞

0

{∫ ∞

y
fX(x) dx

}
dy

=
∫ ∞

0
(1− FX(y)) dy ≡

∫ ∞

0
(1− FX(x)) dx

EfX
[ Xr ] =

∫ ∞

0
xrfX(x) dx =

∫ ∞

0

{∫ x

0
ryr−1 dy

}
fX(x) dx =

∫ ∞

0

{∫ ∞

y
fX(x) dx

}
ryr−1 dy

=
∫ ∞

0
(1− FX(y))ryr−1 dy ≡

∫ ∞

0
rxr−1(1− FX(x)) dx

Note: the exchange of order of integration is valid if we know that the expectation integral is finite. The
result is also holds in the discrete case with integrals replaced by summations. The important thing is
to remember the trick of introducing a second integral involving dummy variable y. The rest of the
result follows after careful manipulation of the double integral.
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Now, for a random variable that takes values on R, we split the integral into two at the origin and
proceed as above, as follows.

EfX
[ Xr ] =

∫ ∞

−∞
xrfX(x) dx =

∫ 0

−∞
xrfX(x) dx +

∫ ∞

0
xrfX(x) dx

=
∫ 0

−∞

{∫ x

0
ryr−1 dy

}
fX(x) dx +

∫ ∞

0
rxr−1(1− FX(x)) dx

=
∫ 0

−∞

{
−

∫ 0

x
ryr−1 dy

}
fX(x) dx +

∫ ∞

0
(1− FX(y))ryr−1 dy

= −
∫ 0

−∞
ryr−1

{∫ y

−∞
fX(x) dx

}
dy +

∫ ∞

0
(1− FX(y))ryr−1 dy

= −
∫ 0

−∞
ryr−1FX(y) dy +

∫ ∞

0
(1− FX(y))ryr−1 dy

3. We have that

Ef2 [ Xr
2 ] =

∫ ∞

0
xrf2(x) dx =

∫ ∞

0
xr [1 + sin(2π log x)] f1(x) dx

=
∫ ∞

0
xrf1(x) dx +

∫ ∞

0
xr sin(2π log x)f1(x) dx

= Ef1 [ Xr
1 ] +

∫ ∞

0
xr sin(2π log x)cx−1 exp

{
−(log x)2

2

}
dx

= Ef1 [ Xr
1 ] + c

∫ ∞

−∞
ert sin(2πt) exp

{
− t2

2

}
dt (putting t = log x)

= Ef1 [ Xr
1 ] + c exp

{
r2/2

}∫ ∞

−∞
sin(2πt) exp

{
−(t− r)2

2

}
dt (completing the square in t))

= Ef1 [ Xr
1 ] + c exp

{
r2/2

}∫ ∞

−∞
sin(2π(s + r)) exp

{
−s2

2

}
ds (putting s = t− r)

= Ef1 [ Xr
1 ] + c exp

{
r2/2

}∫ ∞

−∞
sin(2πs) exp

{
−s2

2

}
ds = Ef1 [ Xr

1 ]

as sin(2π(s + r)) = sin(2πs) for r = 1, 2, ..., as the integrand is an integrable, odd function about zero.

The result follows after showing that the second integral is zero; it may not be obvious when you start
the manipulation, but the t = log x substitution seems a natural first step - this has two advantages;
first it gets rid of the awkward log terms and secondly it changes the range of integration to the whole
real line leaving an integrand that looks more familiar and tractable. The next step of completing the
square takes a little spotting, but also seems sensible to combine the exp terms. The remainder of the
calculation is similar to the the example given in lectures; here the integral is zero as the integrand is
an integrable odd function.
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4. (i) By integration, for x ≥ 0,

FX(x) =
∫ x

−∞
fX(t) dt =

∫ x

0
α2t exp {−αt} dt = [−αt exp {−αt}]x0 +

∫ x

0
α exp {−αt} dt

= −αx exp {−αx}+ [− exp {−αt}]x0 = 1− (1 + αx) exp {−αx}

Hence P[ X ≥ m ] = 1− P[ X < m ] = 1− FX(m) = (1 + αm) exp {−αm}

(ii)

EfX
[ X ] =

∫ ∞

−∞
xfX(x) dx =

∫ ∞

0
xα2x exp {−αx} dx =

[−αx2 exp {−αx}]∞
0

+
∫ ∞

0
2xα exp {−αx} dx

= 0 +
2
α

∫ ∞

0
xα2 exp {−αx} dx =

2
α

as the integrand is a pdf. Hence a change in the expectation to 2/β corresponds to a change from α to
β in the pdf and cdf. Hence P[ X ≥ m ] changes to (1 + βm) exp {−βm}.

5. (a) To calculate the mgf

MZ(t) = EfZ
[ etZ ] =

∫ ∞

−∞
ezt 1√

2π
exp

{
−z2

2

}
dz = et2/2

∫ ∞

−∞

1√
2π

exp
{
−(z − t)2

2

}
dz

= et2/2

∫ ∞

−∞

1√
2π

exp
{
−u2

2

}
du = et2/2

completing the square in z, and then setting u = z − t, as the integrand is a pdf.

Now, using the transformation theorem for univariate, 1-1 transformations we have X = µ +
1
λ

Z ⇐⇒
Z = λ(X − µ), so

fX(x) = fZ(λ(x− µ)) λ =
λ√
2π

exp
{
−λ2

2
(x− µ)2

}
x ∈ R

To calculate the mgf of X, use the expectation result given in lectures

MX(t) = EfZ

[
et(µ+Z/λ)

]
= eµtMZ(t/λ) = exp

{
µt +

t2

2λ2

}

The expectation of X is

EfX
[X] =

∫ ∞

−∞
xfX(x) dx =

∫ ∞

−∞
x

(
λ2

2π

)1/2

exp
{
−λ2

2
(x− µ)2

}
dx

=
∫ ∞

−∞

(
µ + tλ−1

) (
λ2

2π

)1/2

exp
{
− t2

2

}
λ−1 dt t = λ(x− µ)

= µ

∫ ∞

−∞

(
1
2π

)1/2

exp
{
− t2

2

}
dt + λ−1

∫ ∞

−∞
t

(
1
2π

)1/2

exp
{
− t2

2

}
dt

= µ
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as the first integral is 1, and the second integral is zero, as the integrand is an ODD function about
zero. Hence

EfX
[X] = µ

and note that it is generally true that if a pdf is symmetric about a particular value, then that value is
the expectation (if the expectation integral is finite). Alternately, could use the mgf result that says

EfX
[X] =

d

ds
{MX(s)}s=0 = M

(1)
X (0)

say, so that

EfX
[X] =

d

ds

{
exp

{
µs +

s2

2λ2

}}

s=0

=
{(

µ +
s

λ2

)
exp

{
µs +

s2

2λ2

}}

s=0

= µ

The expectation of g(X) = eX is

EfX
[g(X)] =

∫ ∞

−∞
g(x)fX(x) dx =

∫ ∞

−∞
ex

(
λ2

2π

)1/2

exp
{
−λ2

2
(x− µ)2

}
dx

=
∫ ∞

−∞
exp

{
µ + tλ−1

}(
λ2

2π

)1/2

exp
{
− t2

2

}
λ−1 dt setting t = λ(x− µ)

=
(

1
2π

)1/2 ∫ ∞

−∞
exp

{
µ + tλ−1 − t2

2

}
dt =

(
1
2π

)1/2 ∫ ∞

−∞
exp

{
−1

2
(
t2 − 2tλ−1 − 2µ

)}
dt

Completing the square in the exponent, we have
(
t2 − 2tλ−1 − 2µ

)
=

(
t− λ−1

)2 − (
2µ + λ−2

)

and hence

EfX
[g(X)] =

(
1
2π

)1/2 ∫ ∞

−∞
exp

{
−1

2
(
t− λ−1

)2 +
(

µ +
1

2λ2

)}
dt

= exp
{

µ +
1

2λ2

} ∫ ∞

−∞

(
1
2π

)1/2

exp
{
−1

2
(
t− λ−1

)2
}

dt = exp
{

µ +
1

2λ2

}

as the integral is equal to 1, as it is the integral of a pdf for all choices of λ.

(b) If Y = eX , so Y = R+, and from first principles we have

FY (y) = P [Y ≤ y] = P
[
eX ≤ y

]
= P [X ≤ log y] = FX(log y)

so by differentiation

fY (y) = fX(log y)
1
y

y > 0

Note that the function g(t) = et is a monotone increasing function, with g−1(t) = log t, so that we can
use the transformation result directly, that is

fY (y) = fX(g−1(y)) J(y) where J(y) =
∣∣∣∣
d

dt

{
g−1(t)

}
t=y

∣∣∣∣ =
∣∣∣∣
d

dt
{log t}t=y

∣∣∣∣ =
1
y

Hence

fY (y) =
1
y

(
λ2

2π

)1/2

exp
{
−λ2

2
(log y − µ)2

}
y > 0.
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For the expectation, we have from first principles

EfY
[Y ] =

∫ ∞

0
yfY (y) dy =

∫ ∞

−∞
y

1
y

(
λ2

2π

)1/2

exp
{
−λ

2
(log y − µ)2

}
dy

=
∫ ∞

−∞

(
λ2

2π

)1/2

exp
{
−λ2

2
(t− µ)2

}
et dt = exp

{
µ +

1
2λ2

}

where t = log y, as the integral is precisely the one carried out above. This illustrates the transforma-
tion/expectation result that, if Y = g(X), then

EfY
[Y ] = EfX

[g(X)]

(c) If T = Z2, then from first principles

FT (t) = P [ T ≤ t ] = P [ Z2 ≤ t ] = P [ −√t ≤ Z ≤ √
t ]

=⇒ fT (t) =
1

2
√

t

[
fZ(

√
t) + fZ(−√t)

]
=

1√
2π

t−1/2 exp
{
− t

2

}
t > 0

and hence

MT (t) = EfT
[ etT ] =

∫ ∞

−∞
etxfT (x) dx =

∫ ∞

−∞
etx 1√

2πx
exp

{
−x

2

}
dx

=
∫ ∞

0

1√
2πx

exp
{
−(1− 2t)x

2

}
dx

=
(

1
1− 2t

)1/2 ∫ ∞

0

1√
2πy

exp
{
−y

2

}
dy =

(
1

1− 2t

)1/2

where y = (1− 2t)x, as the integrand is a pdf.

6. By definition of mgfs for discrete variables, we can deduce immediately that, as

MX(t) =
∞∑

x=−∞
etxfX(x)

P [ X = x ] is just the coefficient of etx in the expression for MX , and hence P [ X = 1 ] = 1/8,
P [ X = 2 ] = 1/4 and P [ X = 3 ] = 5/8. Also, we have EfX

[ Xr ] = M
(r)
X (0), so that

EfX
[ X ] = M

(1)
X (0) =

1
8

+ 2
1
4

+ 3
5
8

=
5
2

EfX
[ X2 ] = M

(2)
X (0) =

1
8

+ 4
1
4

+ 9
5
8

=
27
4

so therefore
V arfX

[ X ] = EfX
[ X2 ]− {EfX

[ X ]}2 =
1
2
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7. Can identify that X ∼ Binomial(n, θ), but in any case,

MX(t) = (1− θ + θet)n = (1 + (et − 1)θ)n =
(

1 + θ

(
t +

t2

2!
+

t3

3!
+ ...

))n

=
n∑

r=0

(
n

r

)
θr

(
t +

t2

2!
+

t3

3!
+ ...

)r

and from the mgf definition EfX
[ Xr ] is r! times the coefficient of tr. Difficult to identify this

general term, but can easily identify the coefficient of t as nθ = EfX
[ X ], and the coefficient of t2 as

nθ + n(n− 1)θ2 = EfX
[ X2 ] etc.

8. For this pdf,

MX(t) =
∫ ∞

−∞
etxfX(x) dx =

∫ ∞

−2
etxe−(x+2) dx = e−2

∫ ∞

−2
e−(1−t)x dx

=
e−2

1− t

∫ ∞

−2(1−t)
e−y dy =

e−2

1− t
[−e−y]∞−2(1−t) =

e−2t

1− t
t < 1

Now

M
(1)
X (t) =

e−2t

(1− t)2
(2t− 1) M

(2)
X (t) =

e−2t

(1− t)3
[
1 + (2t− 1)2

]

so that M
(1)
X (0) = −1 = EfX

[ X ] and M
(2)
X (0) = 2 = EfX

[ X2 ] =⇒ VarfX
[ X ] = 1

9. We have KX(t) = log MX(t), hence

K
(1)
X (t) =

d

ds
{KX(t)}s=t =

d

ds
{log MX(t)}s=t =

M
(1)
X (t)

MX(t)
=⇒ K

(1)
X (0) =

M
(1)
X (0)

MX(0)
= EfX

[ X ]

as MX(0) = 1. Similarly

K
(2)
X (t) =

MX(t)M (2)
X (t)−

{
M

(1)
X (t)

}2

{MX(t)}2

and hence

K
(2)
X (0) =

MX(0)M (2)
X (0)−

{
M

(1)
X (0)

}2

{MX(0)}2 = EfX
[ X2 ]− {EfX

[ X ]}2

and hence K
(2)
X (0) = V arfX

[ X ]
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