M2S1 - ASSESSED COURSEWORK 1 SOLUTIONS

(a) We have
fN(n) =k (_ 1Og(:”_ (ZS))

and zero otherwise, for some parameter ¢, and constant k.

n=0,1,2,...

(i) This sum is convergent and non-negative if and only if 0 < ¢ < 1; this follows by inspection of

IN-

[1 MARK]
(ii) Writing A = —log(1 — ¢), and noting that
o0 )\n
Z o exp{A}
n=0
by the exponential series sum formula, so
Yofnm =1 = ki =exp{-A} = exp{—(—log(1-¢))} =1 - ¢.
n=0
[2 MARKS]
(i)
—log(1 — ¢))°
P[N>0]:1—P[N:0]:1—(1_¢)(Og<0|¢)):1_<1_¢):¢.
/2 MARKS]
(b) We now have a continuous variable, with pdf fx given by
fx(x) = koxexp{—pz} x>0
and zero otherwise, for parameter § > 0, and constant ks.
(i)
(e} 0o —1
/ fx(x)dx =1 = ko = {/ xexp{—ﬁx}dm] .
—o0 0
By parts
0 o 1 [e'e}
/ rexp{—pfx}dr = [_w exp{—ﬁa:}] + / exp{—Qz}dx
0 B 0 ﬂ 0
1 1 o0
= 0+ < |——exp{—fz ]
B [ B {=hr} 0
1
-7
so ke = [32.
[1 MARK]

M2S1 ASSESSED COURSEWORK 1(SOLUTIONS): page 1 of 3



(ii) Using similar techniques, for x > 0,

Fe(@) = [ et /0 " 6% exp{—Br}dz = [~Btexp{—BLHE + B /O " exp{—
~ —prexp(-feh+5 [ en(-be|
3 :

= —prexp{—pfzx}+1—exp{—LFz} =1—(1+ fz)exp{—Lz}

[2 MARKS]

(iii) PIX >z]=1—-P[X <z]=1- Fx(x) = (1+ fz)exp{—pz}.
/2 MARKS]

(c) In this problem, T is a positive random variable, with pdf fr say. Using the partition given and the
Theorem of Total Probability, taking probabilities on both sides, we have the cdf of T defined by

Fr(t) = PIT <1] = i P[T < {|N = n]P[N = n]
n=0

and on differentiation we get the pdf
t) =Y frtIN =n)fn(n)
n=0

where fr(t|N = n) is the pdf of T' if we know that N = n!. Thus, for the mgf of T, we have (using s
as the argument instead of ¢ to avoid confusion)

Mr(s) = Eyp, e = /OOO T frt)ydt = /OOO esT {Z fr(t|N = n)fN(n)} dt
n=0

S {/:Z T fr(t|N = n)dt} fn(n)

n=0

- ZEfT [e*T|N = n]fx(n) ZMT sIN =n)fn(n),

n=0

say, where M7 (s|N = n) = Ef.[e*T|N = n] is the mgf for T if we know that N = n.
/3 MARKS)]

Now, using the key mgf result, and the hint given, we know that if N = n, then for argument s in a
suitable neighbourhood.

T = ZX,» = Myp(s|N =n) = {Mx(s)}"

where M is the mgf of X1,..., X, as these variables are independent and identically distributed.
[1 MARK]

n reality, of course, we do not know N, as it is a random quantity; this is why we have to use the partition.
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Thus, from above, again using A = —log(1 — ¢), we have the mgf of T" as
_ _ o~ (AMx(5))"
ZMT sIN = n)fn(n Z{MX )}" exp{— )\}* = eXP{—)\}z%n!
= exp{—-A}exp{(AMx(s))}

= exp{A\(Mx(s)—1)}.

[2 MARKS]
Now, by direct calculation

00 ] S 2
Mx (s) :/0 ™ fx (x)dx :/0 ¥ 2z exp{—fz}dx ZﬁQ/O rexp{—z(f — s)}dx = <5€8)

for § > s, as the integrand is proportional to the pdf fx. Thus, differentiating twice yields

MM (s) = AM P (s) exp{A(Mx(s) — 1)} - M (0) = AM (0) exp{A(Mx (0) — 1)} = )\;
as Mx(0) = 1. Similarly

M (s) = XM ()2 exp{A(Mx(s) — 1)} + AM ) (5) exp{A(Mx(s) — 1)}

so that
MPO) = RO ) MMy (0) - D} + AP O exp{MMx(0) D) = X5 + 2
and hence 2
By, [T) = 2; By [T?) = 4;2 65;
and hence

AN*6A 4X* 6A
SETE T E T
[4 MARKS]
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