WORKED EXAMPLES 2
CALCULATIONS FOR MULTIVARIATE DISTRIBUTIONS

EXAMPLE 1 Let X; and X3 be discrete random variables each with range {1,2,3,...} and joint mass
function

c
T1,T9) = Ty, 22 = 1,2,3, ...
fx1, x5 (w1, 2) (x1 + 22 — 1) (21 + 22) (21 + 22+ 1) b
and zero otherwise. The marginal mass function for X is given by
>0 c
xT I, T =
fxi(21) :EE:OO fx1, x5 (21, 02) gjl (z1+ w2 — 1) (21 + 22) (21 + 22 + 1)

o C 1 1
- Z 5 [(1‘1 —+ x9 — 1)(.%1 —i—.%'g) B (5131 —l—.%'g)(.%'l —+ x0 + 1)

z2=1
c 1
B 21 (x1 + 1)
as all other terms cancel, and to calculate ¢, note that
> S 1 ¢ 1 1 c
PRI P U e R D) ERERSInE

as all terms in the sum except the first cancel. Hence ¢ = 2. Also, as the joint function is symmetric in
form for X; and Xo, fx, and fx, are identical.

EXAMPLE 2 Let X; and X2 be continuous random variables with ranges X; = Xy = (0, 1) and joint
pdf defined by
le’XQ(xl,Ig):lll‘le O<zi <1, 0<29<1

and zero otherwise. For 0 < x1,20 < 1,

Fx, x,(x1,22) / / fx1,x,(t1, t2) dtidts —/ / 4t1te dtdts
z2
= {/ 2t dtl} {/ 2ty dtz} (wll‘z)
0 0

and a full specification for Fx, x, is

0 T1,X2 S 0
(x1x2)2 0<z,29 < 1
FXLXQ(:C]J:EQ) = x% 0 < T1 < 1,1172 Z 1
JJ% O<zo<ly27 21
1 1,72 > 1
To calculate X4 x
P [1;2 - c}

we need to integrate fx, x, over the set A. = {(x1,22): 0 < 21,22 <1, (z1 +22)/2 < ¢} ,that is, if
c=1/2,

11—z 1
P[ (Xl +X2) <1 ] = / / Az drodr, = / 2.%'1(1 — $1)2 dry = =
0 JO 0



EXAMPLE 3 Let X;, X5 be continuous random variables with ranges X; = X9 = [0, 1], and joint pdf
defined by
fx1,x0(x1,2) = 1 0<z,22 <1

and zero otherwise. Let Y = X; + X5. The has range Y = [0, 2],
Fy(y) = PlY <y| = P[(X1+ X3) <y]
Now, to calculate P[(X; + X2) < y], need to integrate fx, x, over the set
Ay ={(z1,22) : 0 < zy,22 < 1,21 + 22 < y}

This region is a portion of the unit square (that is, X; x Xy) ; the line x1 + 9 = y is a line with
negative slope that cuts the x; (horizontal) axis at 1 = y, and the zy axis (vertical) at 2 = y. Now
for 0 <y <1, Ay is the dark shaded lower triangle in Figure 1(a); hence,for fixed v,

Yy Yy—x2 Yy y2
P[Xl + X9 < y] = / / ldzidxy = / (y — .Tg)dxg = ?
0 0 0

For 1 <y < 2, A, more complicated see Figure 1(b). It is easier mathematically to describe the
complement of A, within X; x Xy (striped in Figure 1(b)), so we instead compute the complement
probability as follows:

2

1 1 1
P[X1+X2§y}:1—/ / ldxldmgzl—/ (l—y—l—wg)dxg:—y——i-Qy—l
y—1Jy—a2 y—1 2

These two expressions give the cdf Fy, and hence by differentiation we have

Yy 0<y<l
fy(y) =
2—y 1<y<2
and zero otherwise.
O<y<1 1<y<2
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EXAMPLE 4 Let X; and X5 be continuous random variables with ranges X; = (0,1), Xo = (0,2)
and joint pdf defined by

fX17X2 (1‘1,1’2) =c <x% + $12x2>

0<$1<1, 0< a9 <2
and zero otherwise.

(i) To calculate ¢, we have

[e'e) o] 2 1
/ / Ix1,x, (@1, x2)dx1dey = / {/ c (96% + x1x2> dm} dzo
—00 J —00 0 0 2

so ¢ = 6/7. The marginal pdf of X7 is given, for 0 < x1 < 1, by

00 2 272

6 1T 6 1T 6x1(2x1 + 1

fxl(wl)Z/ Ix1.x, (21, 22) d902=/ ;(OC%JF : 2) dxg = [ﬁwﬁ ! 2] _ 6mn+1)
—00 0 0

2 7 4 7
and is zero otherwise.
(ii) To compute P[ X7 > X5 |, let
A={(r1,22) : 0<z1 <1,0<z2< 2,22 < 171 }

so that

P[ X1 > XQ ] :// le,X2(331,:L‘2) dl‘gdl’l
A

1 16 1T
o 9 2 142
= /0 {/0 7 (acl + 5 > dacg}dxl




EXAMPLE 5 Let X;, X5 and X3 be continuous random variables with joint ranges
xG) = {(z1,22,23) : 0 < 1 <73 < w3 < 1}
and joint pdf defined by
Ixi X x5 (21,0, 23) = ¢ 0<a1 <xp <3 <1
and zero otherwise.

(i) To calculate ¢, integrate carefully over X(® that is

o0 o0 o0
/ / / Ix1,X0,x5 (1,22, 23) dry dzg daxz =1
—00 J—00 J—c0

1 T3 T2
/ {/ {/ cdxl} darg} drs =1
0 0 0
1 T3 x9 1 T3 1 2
/{/ {/ cd:cl}dxg}d:zgz/{/ cxgd:zg}dxgz/ m—degzg
o Lo 0 o Lo 0o 2 6

and hence ¢ = 6.

gives that

Also, for 0 < z3 < 1, fx, is given by

[e'e) o) T3 T2 xr3
fxs(z3) = / / [x1.X0.x3 (21, 2, x3) dxy dag = / {/ 6 dxl} dxo = / 629 dzo = 31:%
—o0 J —00 0 0 0

and is zero otherwise. Similar calculations for X; and X5 give

fx(x1) = 31—z1)2 O<az<1

fX2 (ZL'Q) = 6:132(1 — $2) O<aa <1
with both densities equal to zero outside of these ranges.

Furthermore, for the joint marginal of X; and X5, we have

00 1
le,Xg (xl,xg) = / le,Xg,Xg ($1,$2,1‘3) d:Bg = / 6 d:Bg = 6(1 — xz) 0< 1 < To < 1
— o0 T

2

and zero otherwise. Combining these results, we have, for example, for the conditional of X; given
Xo = z9,
fxix(x1,22) 1
Ixix,(T1]|22) = —F——F—7F = — 0< a1 <29
xa(7r2) fx,(w2) T2
and zero otherwise for fixed x2. Now, we can calculate the expectation of X either directly or using
the Law of Iterated Expectation: we have

EfXI[Xl]:/

—0o0

o0

1
1
l'lel (1'1) dl’l - / T 3(1 — ,1,'1)2 dl’l = 1
0



or, alternatively,

> 2 1 i)
By ix, [ X11X2 =22 ] 2/ 71 fx,)x, (T1]72) d7q :/ r1— dry = =
—00 0 i) 2
and hence by the law of iterated expectation
oo
Ep [X1] = Eyy, {Efxl\)@ [(X1] X = 1’2]} :/ {Efxl\x2 (X1 Xy = 962]} Sy (w2)dao
—00

1
1
= /0 %61’2(1 — l’g)dl’g = Z

EXAMPLE 6 Let X;, X2 be continuous random variables with joint density fx, x, and let random
variable Y be defined by Y = ¢g(X3, X3). To calculate the pdf of Y we could use the multivariate
transformation theorem after defining another (dummy) variable Z as some function of X; and Xs, and
consider the joint transformation (X1, Xo) — (Y, 2).

As a special case of the Theorem, consider defining Z = X;. We have
) = [ tratne) de= [ Riplafae di= [ frole) fr @) do

as fv,z(y,2) = fy1z(yl|z)fz(z) by the chain rule for densities; fy|x, (y|z1) is a univariate (conditional)
pdf for Y given Xy = x;.

Now, given that X; = x1, we have that Y = g(x1, X2), that is, Y is a transformation of Xy only.
Hence the conditional pdf fyx, (y|r1) can be derived using single variable (rather than multivariate)
transformation techniques. Specifically, if Y = g(x1, X?2) is a 1-1 transformation from X5 to Y, then
the inverse transformation Xy = g~ !(x1,Y) is well defined, and by the transformation theorem

frixilr) = fxox (97 (@) [ (yan)| = fx2x1(gl(x1,y)\w1);{gl(fvlvt)}t:y

and hence

= [ {fwl (¢ (@1 9)]a)

—0o0

aat {9*1(1'1, t) }t:y’ } Fx, (z1)dz

For example, if Y = X3 X, then X9 = Y/X7, and hence
o[t
ot 1 t=y

fY(y):/_ Fxalxs W/m1|21) |21 7" fx, (21)dzr.

= |z,|”"

ol @),

SO

The conditional density fx,|x, and/or the marginal density fx, may be zero on parts of the range of
the integral. Alternatively, the cdf of Y is given by

Fy(y)=PlY <y|=P[g(X1,X2) <y| :// Ix1,x5 (21, 22) daada
Ay

where A, = { (z1,22) : g(x1,22) <y } so the cdf can be calculated by carefully identifying and inter-
grating over the set A,.



EXAMPLE 7 Let X1, X2 be random variables with joint density fx, x, and let g(X7). Then

Epy, x, [9(X1)] =/ / 9(z1) fx1,x, (%1, 22)dr1dw:

— /OO {/OO (xl)fXﬂX?($1|x2)fx2(552)d;51}dx2
) { 9o fX1|X2(x1‘x2>dxl} [xz(@2)das
= Efx2 |:Efx |Xo X1)|X2 = x2]i|

= Efxl [g(Xl)]

by the law of iterated expectation.

EXAMPLE 8 Let X7, X5 be continuous random variables with joint pdf given by

fxi.x, (@1, 22) = zrexp {—(z1 + 22)} x1,22 >0

and zero otherwise. Let Y = X7 + X5. Then by the Convolution Theorem,

0 Y
)= [ sy —a) dn = [Cnep(- @t @-a) dn=er 550

and zero otherwise. Note that the integral range is 0 to y as the joint density fx, x, is only non-
zero when both its arguments are positive, that is, when 1 > 0 and y — 21 > 0 for fixed y, or when
0 < xp <y. Itis straightforward to check that this density is a valid pdf.

EXAMPLE 9 Let X, X5 be continuous random variables with joint pdf given by
fX1,X2(m17x2) :2($1+$2) ngl S.’EQ S 1

and zero otherwise. Let Y = X7 + X5. Then by the Convolution Theorem,

y/2
/ 2y day 0<y<1
o) 0
fr(y) = / [x1,x: (21, y — 1) doy =

y/2
/ 2y day l<y<2
y—1

and zero otherwise, as fx, x,(x1,y—x1) = 2y; this holds when both z; and y—z lie in the interval [0, 1]
with z; <y — x; for fixed y, and zero otherwise. Clearly Y takes values on Y = [0,2]; for 0 <y < 1,
the constraints 0 < 1 <y — 21 < 1 imply that 0 < 2z; <y, or 0 < x; < y/2 (for fixed y); if 1 <y <2
the constraints imply 1 —y < x; < y/2. Hence

y? 0<y<l1

fr(y) =
y(2—y) 1<y<2

It is straightforward to check that this density is a valid pdf. The region of (X1,Y") space on which the
joint density fx, x,(x1,y — x1) is positive; this region is the triangle with corners (0,0), (1,2), (0,1).



EXAMPLE 10 Let X7, X5 be continuous random variables with joint pdf given by
fx,x,(x1,22) = ¢ O<m<lzg<ao<xy+1

and zero otherwise. To calculate ¢, we have

o] 00 1 x1+1 1 1
/ / fx,.x, (21, 22) daedr; = / / c dzodr; = / c[:vg]gﬂ dx, = / cdrs =c
—00 J —00 0 x1 0 0

so ¢ = 1. The marginal pdf of X is given by

0 x1+1
[xi(z1) = / Ix1,x (21, 22) dao =/ ldzs =1 O0<ar <1
— 00

1

and zero otherwise, and the marginal pdf for X5 is given by

T2
/ 1 dzq = I O<za <1
00 0
Ix, (22) =/ Ix1,x, (21, m2) dxy = )
—0oQ
/ 1 dzq =2—1I9 1 <a9 <2
xo—1
and zero otherwise. Hence
00 1 1
Ele [Xl ] = / xlfxl (561) dZL‘l :/ I d:L‘l = —
—00 0 2
o] ) ) 1 ) 1 1
Varg, [ X1 ] = / 1 fx, (21) do1 — {Efx1 [ X3 ]} —/ i dey— 7= 55
oo 0

oo

1 2
EfX2 [ X2 ] = / l’QfXQ(l'Q) daﬁg = / .CC% dxg +/ .CEQ(Q — .TQ) dxg
0 1

)Y

VanXZ[ Xo] = /OO x%fX2(x2) dxo — {Efx2 [ X }}2

—00

1 2
= / riry day +/ 23(2 — x2) dry — 1
0 1

1 2 1 16 1
= _ — —_ — = - _1:7
G (5 s



The covariance and correlation of X; and X5 are then given by

Covpy v [ X1, X2 ] = {/ / 172 fx, X, (71, T2) dwz}dxl — By [ X1] By, [ X2

1 z1+1 .
- / {/ T dx?}dﬂ«"l—.l
0 1 2

1
!
34,
7 11
T 12 2 12

and hence

Cov X1, X9 1/19 1
CorerLXQ[ X1, X, | le,XQ[ ] / 1

- \/Varfxl[Xl | Varg,, [ X2 ] T /I12/16 V2




