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EXPECTATION FACTSHEET

• Random variable X

• Mass/density function fX with support X.

• Expectation

EfX
[X] =





∑

x∈X
xfX(x) X discrete

∫ ∞

−∞
xfX(x)dx =

∫

X
xfX(x)dx X continuous

In the discrete case, if X only takes values on (a subset of) the integers, we can also write

EfX
[X] =

∞∑
x=−∞

xfX(x)

• Extension: Let g be a real-valued function whose domain includes X. Then

EfX
[g(X)] =





∞∑
x=−∞

g(x)fX(x) X discrete

∫ ∞

−∞
g(x)fX(x)dx X continuous

Note that the sum/integral may be divergent, so that the expectation is not finite.
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PROPERTIES

1. Linearity: Let g and h be real-valued functions whose domains include X, and let a and b be
constants.

EfX
[ag(X) + bh(X)] =

∫
[ag(x) + bh(x)]fX(x)dx

= a

∫
g(x)fX(x)dx + b

∫
h(x)fX(x)dx

= aEfX
[g(X)] + bEfX

[h(X)]

Hence, for example,
EfX

[aX + b] = aEfX
[X] + b.

2. Consider g(x) = (x−EfX
[X])2 = (x− µ)2, say. Then

EfX
[g(X)] =

∫
(x− µ)2fX(x)dx =

∫
x2fX(x)dx− 2µ

∫
xfX(x)dx + µ2

∫
fX(x)dx

=
∫

x2fX(x)dx− 2µ2 + µ2 =
∫

x2fX(x)dx− µ2

= EfX
[X2]− {EfX

[X]}2

Thus

(i) Variance: V arfX
[X] = EfX

[X2]− {EfX
[X]}2

(ii) Standard deviation
√

V arfX
[X]

3. Consider g(x) = xk for k = 1, 2, .... Then in the continuous case

EfX
[g(X)] = EfX

[Xk] =
∫

xkfX(x)dx,

and EfX
[Xk] is the kth moment of the distribution.

4. Consider g(x) = (x− µ)k for k = 1, 2, .... Then

EfX
[g(X)] = EfX

[(X − µ)k] =
∫

(x− µ)kfX(x)dx,

and EfX
[(X − µ)k] is the kth central moment of the distribution.

5. Consider g(x) = aX + b. Then

V arfX
[g(X)] = EfX

[(aX + b− EfX
[aX + b])2] = EfX

[(aX + b− aEfX
[X]− b)2]

= EfX
[(a2(X − EfX

[X])2]

= a2V arfX
[X].

so
V arfX

[aX + b] = a2V arfX
[X].

6. Consider g(x) = etx, for constant t ∈ (−h, h) for some h > 0, and

MX(t) = EfX
[g(X)] = EfX

[
etX

]
.

Then MX(t) is the moment generating function.


