
M2S1 - EXERCISES 6

Connections between Distributions

1. The joint pdf fX,Y of positive random variables X and Y is specified as

fX,Y (x, y) = fX|Y (x|y)fY (y)

where X|Y = y ∼ Exponential(y) and Y ∼ Gamma(α, β). Identify the marginal distribution of X.

2. The Bivariate Normal Distribution: Suppose that X1 and X2 are i.i.d Normal(0, 1) random
variables. Let random variables Y1 and Y2 be defined by

Y1 = µ1 + σ1
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for positive constants σ1 and σ2, and |ρ| < 1. Find the joint pdf of (Y1, Y2).

Show that, marginally for i = 1, 2, Yi ∼ Normal
(
µi, σ
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)
, and that conditionally

Y1|Y2 = y2 ∼ Normal
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Y2|Y1 = y1 ∼ Normal
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.

Find the correlation of Y1 and Y2.

3. Suppose that U1 and U2 are i.i.d Uniform(0, 1) random variables. Let random variables Z1 and
Z2 be defined by

Z1 =
√
−2 log U1 cos (2πU2)

Z2 =
√
−2 log U1 sin (2πU2)

(log is the natural logarithm). Find the joint pdf of (Z1, Z2).

4. Suppose that U is a Uniform(0, 1) random variable. Find the distribution of

X = −β log U.

Suppose that an unlimited sequence of Uniform(0, 1) random variables is available. Using the distrib-
ution of X, and results from lectures, describe how to generate

(i) a Gamma(k, λ) random variable, for integer k ≥ 0.

(ii) a realization of a Poisson process with rate µ.

(iii) a Chisquare (ν) ≡ Gamma

(
ν

2
,
1
2

)
random variable, where ν is a positive, real parameter.

(iv) a Student(n) random variable, where n is a positive integer parameter.

Use the results from question 3., and results given in lectures and the printed notes.

M2S1 EXERCISES 6: page 1 of 1


