M1S : EXERCISE SHEET 8 : SOLUTIONS

1. (i) By an elementary probability result

Rx(z)=P[X>z]=1-P[X <z]=1-Fx ()

(ii) By definition, and from (i),
fx(@) _ fx(2)

hx (@) = Rx(z) 1-Fx(2) M)

and integrating both sides with respect to z gives
Hx (z)=-log(1-Fx (z)) <= Fx (z) =1 —exp{—Hx(z)} <= Rx(z) = exp {—Hx(z)}

as the right hand side of (1) is directly integrable (the numerator is the derivative of the denominator multiplied
by -1).

(iii) From (ii),

hx(z) = % — fx (#) = hx(z)(1 — Fx (z)) = hx(z) exp {—Hx (z)}

The denominator in the hazard function definition is Rx(z) =P[X > z]; hence, recalling the definition of condi-
tional probability, the hazard function is the instantaneous rate of failure at time z, given that failure has not
occurred before z.

2.Using the definitions and results in 1.,

() fx(@) = az ' exp{-2%}.

Fx(z) =1—exp{—2°} Rx(z) =exp{—2°}
hx(z) = aze! Hx(z) =az°
(i) fx(a)= (la_f—x)
hx(z) = % Hx(z) =log(l+2%)
() £x(0) = g ooiers
hx(z) = Bix Hx(z) =alog(8+z)
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3. In each case we calculate

By, [X) = [ afx(@) do
X
and often this involves an integration by parts.

(i)

&0 oo &0 1 > 1
/ zXAe ™ dr = [—xe_)‘w]o +/ e Mdr =0+ [——e‘”] ==
0 0 A 0 A

(i)

* 0 ® 1 1
/ zhe Ml dg = / zXe® dx +/ e Mdr=—-—+4+-=0

Note here that the integral is demonstrably finite, and that the pdf is symmetric about zero. Therefore the
expectation must be zero; the centre of probability density of a symmetric pdf is always at the point of symmetry.

(iii) Note first that this pdf must integrate to 1 by definition, so immediately we have that for any £ = 1,2, 3, ...

> k!
E,—X _
/ . gte™ " dr = WL
Now, for the expectation calculation

00 yk+1 kE+1l  poo k+1 13) 1
[ Sy P I
0

o UK k! KAz )

(this trick is used repeatedly in probability calculations)

(iv) Note first that if parameter a < 1, the integral is not convergent as the integrand (for large z) is
approximately proportional to 2%, and hence the expectation is not defined For a > 1,

S L L e e S I . L
/o T+ z)o d””‘[ x(5+w)“]o +/o Grae @ Ta 1@ o), " a-1

(v) The integral is not convergent as the integrand (for large x) is approximately proportional to z~!, and
hence the expectation is not defined.

(vi) Asin (iii), we must have that the pdf integrates to 1 on [0,1]. Hence
1 In!
/ g™(1—2) dp = —
0 (m+n+1)!
so for the expectation calculation, we have
1

1

1)! 1)!

/x(m+7‘1-'|- )xm(l—x)”dx :(m+7'r'i- )/xm-i-l(l_x)ndx
0 mn. mn. 0

_(m4+n+D)! (m+ D! m+1
 omlnl (m+n+2)! (m+n+2)

using the same trick as in (iii).
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4. The new generating function for continuous variables is Gx (t) defined by

G () = / £ fx (2) da

X

Now, provided this integral is convergent, we differentiate with respect to ¢ under the integral sign. We have

{twfx( )=z —1)(z—2)..(z —r+ 1"

dtT
if r < z, and hence integrating both sides with respect to z we have that
d’l‘
ZAGx (D} = [ 2o - D@ =2z -7+ DET fx(2) da

Evaluating both sides at t = 1 gives

dtT { x()}ey = /x(x —(z—-2)...(z—r+1)fx(z)dz

X

as required. For r = 1, we obtain the expectation.
5. The function Mx () for continuous variables is defined by

Mx(t) = /etwfx(x) dz

X
Now, provided this integral is convergent, we differentiate with respect to ¢ under the integral sign. We have
d’l‘
dtr

if r < z, and hence integrating both sides with respect to z we have that

dtT {etw fX } / tw fX dz

etwa (.’IJ)} — xretw

Evaluating both sides at t = 0 gives
dtr { Mx(t )}t:0 = /mTfX(@ dz = m;
X

as required.
Now, consider the Taylor expansion of Mx (¢) about t = 0 given by

(r) .
Mx(2) :MX(0)+ZMXT(O)# where M) (0) = :ﬂ{ x (8)}=o

We observe that

MX(O):/eOfX(x) dx:/fx(x) de=1
X

X

and also recall from above that M )((T ) (0) = m,., we have that

_1+Z—tT

as required, which is a generating function for the real coefficients m,./r!, r =1,2,3, ...
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6. We note first that
= e® logt

and therefore, as Mx is defined for all ¢ for which the corresponding integral is convergent, we have

Gx(t) = /twfx(x) dz = /e‘“ogtfx(x) dz = Mx(logt)

X X

so that we only calculate Mx for each pdf.

(i) The integral is convergent provided ¢ < A, and

Mx(t) = / ef® e dg :/ e~ A=02 gp — [—)\)\
0 0

(ii) Recall that for £ =1,2,3,...

Now, for the expectation calculation

oo k+1 E+1 poo k+1 1 E+1
Mx (t) :/ e® )\—xke_)‘w de = A / zFe=AD2 gy — A i = ()\)\ )
. 0 .

so that

(iii) Using the trick mentioned in Q3, we must have

/ooooexp{—)\x2/2} de — (2777)1/2

and hence

My (8) :/m e (21)1/2 exp {~Ae2/2} de = (%)1/2 /00 exp{—% [ra? —2tx]} da

— oo Y —0o0
A\ /2 oo A\ £\ 2 £\ 2 . .
= (%) . exp {—5 l(x - X) + (X) dz (completing the square in z)
A\2 A\ [ A £\ 2
~(z) eo{-2) o2 (e-3) e
A2 £2) [ A, , ,
= (%) exp {_ﬁ . exp {—§y } dy (changing variables to y = z — t/A)

so that
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