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Abstract

Piecewise constant functions describe a variety of
real-world phenomena in domains ranging from
chemistry to manufacturing. In practice, it is
often required to confidently identify the loca-
tions of the abrupt changes in these functions
as quickly as possible. For this, we introduce a
fixed-confidence piecewise constant bandit prob-
lem. Here, we sequentially query points in the
domain and receive noisy evaluations of the func-
tion under bandit feedback. We provide instance-
dependent lower bounds for the complexity of
change point identification in this problem. These
lower bounds illustrate that an optimal method
should focus its sampling efforts adjacent to each
of the change points, and the number of samples
around each change point should be inversely pro-
portional to the magnitude of the change. Build-
ing on this, we devise a simple and computation-
ally efficient variant of Track-and-Stop and prove
that it is asymptotically optimal in many regimes.
We support our theoretical findings with experi-
mental results in synthetic environments demon-
strating the efficiency of our method.

1. Introduction

There are a variety of settings where it is necessary to con-
fidently identify the location of change points in a piece-
wise constant function via sequential queries. For example,
in communication and computer system engineering, the
system can become overloaded and we need to determine
the point at which this happens (Lan et al., 2009); during
material development it is essential to find the experimen-
tal conditions under which the behavior of a new material
changes abruptly between phases (Park et al., 2021; 2023);
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or in Oceanology we may wish to map out the edge of a cliff
on the seafloor (Hayashi et al., 2019). In all these settings,
data is expensive to collect due to the cost, time, or compute
of each experiment. Moreover, there are often health or
safety constraints which mean that we need to have high
confidence in our results. This motivates us to develop se-
quential methods which can learn about the locations of
these change points efficiently and with high confidence.

In this paper we consider a multi-armed bandit setting in
which the expected rewards are piecewise constant across an
action space A, see Figure 1 for an example. In each round
t = 1,2,... we select an action in our action space and
observe the mean reward at that action plus some random
noise (see Section 3 for more details). We assume the mean
reward function is stationary across time, but piecewise con-
stant across .A. The objective of the learner is to confidently
identify the locations of the N change points/jumps in the
mean reward function with the fewest number of samples
possible. While there exist methods for locating the mini-
mum of a smooth or convex function under bandit feedback
(e.g. Kleinberg et al., 2008; Srinivas et al., 2010; Bubeck
etal., 2011), the abrupt changes in the mean reward function
across the action space make these methods inapplicable
to our setting. There has been work on identification of a
single change point across the action space with bandit feed-
back, under a fixed-budget constraint (Hall & Molchanov,
2003; Lan et al., 2009; Lazzaro & Pike-Burke, 2025). How-
ever, in practice it is often necessary to continue sampling
until we are sufficiently confident we have identified N > 1
change points correctly, at which point we stop playing. For
example, in material development we need to identify the
phase transitions of an unfamiliar new material with high
confidence for the sake of both production and safety pre-
cautions (Park et al., 2021; 2023). It is therefore important
to study this fixed-confidence variant of the problem, which
we will refer to as the fixed-confidence piecewise constant
bandits problem.

In this paper we provide a comprehensive study of the fixed-
confidence piecewise constant bandits problem. We firstly
study the complexity of searching for N change points,
when the true number of change points is known to be ex-
actly N (see Definition 5.1). However, in practice, there may
be an unknown number of additional changes present and it
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Figure 1. Example of an environment with piecewise constant ex-
pected rewards p across the action space 4. Here the expected
rewards for different actions in the action space are represented
by blue dots. There are three change points in this environment at
x7, x5, and x3. We additionally plot noisy rewards obtained from
10 arbitrary actions that have been played in A and represent these
with red crosses.

is important to develop methods robust to this. For example,
when looking for a cliff on the sea floor, there may be other
smaller changes in the sea-depth elsewhere. Hence, we also
study the complexity of finding any IV change points out
of an unknown number of changes m > N (see Definition
5.3). In both cases we prove a lower bound on the expected
sample complexity (Theorems 5.2, 5.5), which provides
some key insights. Firstly, it tells us that an optimal method
should focus most of its sampling efforts on actions imme-
diately adjacent to each of the change points. Secondly,
the number of samples adjacent to each change should be
inversely proportional to its magnitude. We use these in-
sights to construct the Multiple Change Point Identification
(MCPI) policy (Algorithm 2), a variant of Track-and-Stop
(Garivier & Kaufmann, 2016), which we show to be asymp-
totically optimal (Theorem 5.7, for both objectives). Unlike
some other variants of Track-and-Stop (Garivier & Kauf-
mann, 2016; Juneja & Krishnasamy, 2018), MCPI is simple
and computationally inexpensive. In Section 6 we conduct
experiments in synthetic environments to illustrate MCPI
is optimal and that it outperforms existing related works in
Clustering Bandits (Yang et al., 2022).

2. Related Work

Fixed Confidence Pure Exploration The most well-
studied fixed-confidence pure exploration problem is best-
arm identification where the learner aims to identify the
action with the largest mean reward. While some works
have focused on minimax optimal sample complexity (see
Jamieson & Nowak, 2014), these methods are often instance-
dependent asymptotically suboptimal. More recent works
have focused asymptotic optimality (e.g. Track-and-Stop

and Top-Two methods by Garivier & Kaufmann, 2016; Jour-
dan et al., 2022, resp.). Our method is a variant of the
Track-and-Stop approach (Garivier & Kaufmann, 2016).
Normally, when using Track-and-stop methods, the actions
played are chosen after solving an optimisation problem in
each round. As these optimisation problems often have to be
solved numerically, the choice of action in each round can
be somewhat unintuitive and potentially computationally
expensive. However, in the proposed change point identi-
fication setting, we can explicitly solve the corresponding
optimisation problems to provide a computationally efficient
and intuitive variant of Track-and-Stop. This is discussed in
more detail in Section 4.

There has also been recent work on fixed confidence Clus-
tering Bandits (Yang et al., 2022; Thuot et al., 2024; Yavas
et al., 2025), where there are exactly N distinct mean re-
wards which any arm in the action space can have. The
objective is to partition the action space into IV sets of arms,
such that each set contains arms with the same mean reward.
Unlike the problem presented in this paper, in the clustering
bandits problem there is no (piecewise constant) structure
of the mean rewards across the action space. Hence these
methods are significantly suboptimal when applied to the
fixed-confidence piecewise constant bandit problem. Fur-
thermore we additionally consider settings where we do not
know the number of change points/clusters N. We discuss
this further in Section 6.

Change points & Non-Stationary Bandits There is a
vast literature in statistics devoted to the detection of change
points in a given data set (for survey see Aminikhanghahi &
Cook, 2017). Change points have appeared in the bandit lit-
erature in the context of non-stationary environments where
the expected rewards from the actions change over time (e.g.
Garivier & Moulines, 2011; Auer et al., 2019; Chen et al.,
2019; Gopalan et al., 2021; Hou et al., 2024). We emphasize
that this is distinct from the setting considered in this paper
where the environment is stationary across time with abrupt
changes in the expected rewards of the actions across the
action space.

Change Points Across The Action Spaces Anytime
methods have been proposed to identify change points or
actively learn an entire piecewise smooth function under
bandit feedback (Gramacy & Lee, 2008; Park et al., 2021;
2023; Hayashi et al., 2019). These methods use variants
of Bayesian Optimization, but have only been assessed em-
pirically and are not accompanied by theoretical analysis.
In this paper we focus on deriving computational efficient
policies that are also theoretically optimal.

Other works have also studied settings with change points
across the action space under a fixed budget assumption,
where the total number of samples the learner can make is
bounded by a fixed ' > 0. For example, Castro et al. (2005)
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proposed an (instance-independent) nearly minimax opti-
mal two-stage method for active learning of a whole piece-
wise constant function in R¢, Similarly, Lan et al. (2009);
Hall & Molchanov (2003) provided multistage-methods
with asymptotic guarantees (as I’ — oo) for single change
point (or change surface) identification in the fixed budget
setting. Recently, Lazzaro & Pike-Burke (2025) provided
non-asymptotic minimax optimal binary search methods for
identifying a single change point in the fixed budget setting.
In contrast, we consider fixed-confidence methods for identi-
fying change points. Moreover, most prior work has focused
on settings with exactly one change point (or surface), while
we consider identifying NV > 1 change points.

We also point out the concurrent work by Bacchiocchi et al.
(2025), which studies a regret minimization variant of our
problem setting in which the learner tries to maximize cumu-
lative rewards received when the underlying mean rewards
are piecewise linear across the action space. In this pa-
per, however, we specifically focus on optimally identifying
the location of the change points under a fixed-confidence
assumption.

3. Problem Setting

We consider a multi-armed bandit setting where there are
K arms (A = [K])! with mean rewards (11;)X ;. Note that
this is equivalent to a discretization of the continuous action
analogue of the problem, see (Lazzaro & Pike-Burke, 2025).
We assume that the mean rewards are piecewise constant.
Let z* C [K — 1] be the set of N change points with
|z*| = N. We use the convention that if there is a change
point at ¢ € z*, then the mean reward changes between the
ith and (¢ + 1)st arm, i.e. p; # p;+1. Conversely, for any
arm that is not a change point, i.e. i € [K — 1]\z*, we
have p1; = pt;41. Ineachround ¢ = 1,2,... we play an
action a; € [K] and observe a reward y; = 4, + €;, where
the noise €; ~ N(0,0?) is i.i.d. Gaussian with mean zero
and variance o2 € R,. We assume that the noise variance
is known and o2 = 1 for simplicity. The assumption of a
known variance (proxy) is common in the fixed-confidence
pure exploration literature (e.g. Chen et al., 2014; Jamieson
et al., 2014; Barrier et al., 2022).

We define Vi n as the set of environments with piecewise
constant mean rewards when there is a total of K actions
and N change points. In particular, for any v € Vi y we
denote the mean rewards in v as (p;,)X, and the set of
change points in v as

zy ={j € [K—1]: p; # proj+1}-
We denote the elements of the set of change points as
’ m:;N}

* *
zr = {%717~-~

"Here we denote [K] = {1,...,K}.

such that they are indexed from left to right, namely z} ; <
.-+ < a} . Furthermore, we assume that the change points
are separated by at least one action, namely

Vie [K—1], xp,+1<x,-

This is reasonable when considering our finite action space
as a discretization of a continuous one which is sufficiently
fine. We use v(¢) to denote the reward distribution of arm i
in environment v, namely N (i, ;, 1), and D (-, -) to denote
the KL-divergence between two distributions. We addition-
ally denote the size of the change in mean at the jth change

point in environment v, x;’; ;> as

Av,j - |,va,x* — My,z* 41

v,J v, g

Finally, we denote z ., as the change point with the
i’th largest magnitude and denote its magnitude by A, ;).
Hence, A, (1) > -+ > A, (). We will drop the v notation
when it is clear which environment we are considering.

In the fixed confidence setting we consider, the learner will
be given a small fixed confidence level § € (0, 1) and an
objective for their change point estimates to be “correct”.
There are several natural objectives we can consider in this
problem, as outlined in Sections 4 and 5. The goal of the
leaner is to satisfy this objective with probability greater
than 1 — 4, while minimizing the number of samples re-
quired to do so. In particular, we propose methods which
sequentially select actions to play in each round until they
are confident of the location of the change points, at which
point they return the estimated change points. More for-
mally, we define a policy 7 to consist of three rules:

1. Sampling Rule: A procedure to determine which ac-
tion to play in each round, given the sequence of ac-
tions and rewards observed so far.

2. Stopping Rule: A rule defining a stopping time 7 at
which point we determine we have collected sufficient
data and the policy stops.

3. Recommendation Rule: A rule to return our final
estimate for the set of change points. After stopping
time 7, we denote the estimate as Z ...

A good policy will return an estimate £ that satisfies our
objective with a small expected stopping time (i.e. sample
complexity), E, ,[7], and stops almost surely in finite time,
P, »(7 < 00) = 1. Here, we define P, ,, to be the measure
induced by all interactions between a policy 7 and an envi-
ronment v, dropping the subscripts when it is clear which
policy and environment we refer to.

4. Warm-Up: Exactly One Change Point

Although our aim is to develop methods to confidently iden-
tify NV change points, we begin by considering the case
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where there is a single change point. This allows us to
present the key insights that we will build upon in the mul-
tiple change point setting in Section 5. In this section, we
additionally assume that the learner knows there is exactly
one change point. In Section 5, we will show that a single
algorithm can be optimal in this setting as well when as
there are potentially multiple change points, but we just
want to identify one.

4.1. Instance Dependent Lower Bound

Suppose that we are in an environment with exactly one
change point and the learner is given this information.
Namely, it is known that |2*| = 1. In this simple setting, we
want our policy to return an estimate for the change point
(after stopping) which is equal to the true change point with
probability greater than 1 — §. This should happen after a
finite number of samples almost surely. We refer to a policy
which satisfies this objective as an Exact-(1, d) policy.

Definition 4.1. Exact-(1,0) Policy: For any v € Vi 1,
an Exact-(1,d) policy 7 with stopping time 7 returns an
estimate &, € [ — 1] satisfying

Pro(dr =a3,) >1-4, ()
P (T <o00) =1 2)

For any Exact-(1, 0) policy, we provide the following non-
explicit, instance-dependent lower bound on its expected
stopping time, which is a modification of the general lower
bound first described by Garivier & Kaufmann (2016). See
Appendix B for the proof.

Theorem 4.2. For any Exact-(1,8) policy 7 with stopping
time T in environment v € Vi 1 we have

Eralr] 2 (o) 1og 15

where we define

Zal v'(1)). (3)

c*(v)™' = sup inf )
’U Z 1

aEPK ’U’GV“H

Here Vféli( *) denotes the set of environments in Vi 1
which have change point not equal to x}, and Pk is the
standard K -dimensional simplex.

From (Garivier & Kaufmann, 2016) we know that solving
the optimization problem in (3) can be informative both for
understanding the complexity of the problem as well as for
understanding what an optimal strategy would be. Let o} (v)
be the weights which solve the optimization problem (3),
namely

()"t = inf
v EV;}“l (x%)

Za

U’L’ L)

These o (v) determine the optimal proportion of samples
we should allocate to each action, ¢ € [K], in environment v.
While this optimization problem (3) is typically expensive
to solve (Degenne et al., 2019), we are able to solve (3)
explicitly to show the unique optimal weights are

“(0) 1/2 ifi=alorzl +1 @
o (v) =
! 0 otherwise.

This leads to
c*(v)~t = A2/802.

This proves Corollary 4.3 below. This suggests that an
optimal Exact-(1, §) policy will asymptotically focus all of
the samples immediately either side of the change point, and
will play these two actions equally often. This observation
motivates the algorithms we develop in subsequent sections.
See Appendix C for the proof of Corollary 4.3.

Corollary 4.3. For any Exact-(1,0) policy  with stopping
time T, a lower bound for the expected stopping time in
environment v € Vi 1 with a single change in mean of
magnitude A is

4.2. Track-and-Stop Approach and Upper Bounds

In other fixed confidence bandits settings, there are two pop-
ular methods to attain asymptotic optimality. The first are
Track-and-Stop methods (e.g. Garivier & Kaufmann, 2016;
Degenne et al., 2019; Degenne & Koolen, 2019; Juneja &
Krishnasamy, 2018) which focus on first developing lower
bounds and then playing actions according to approxima-
tions of the optimal proportions o* (which appear in the
lower bounds). Secondly, in Top-Two methods (e.g. Russo,
2016; Qin et al., 2017; Jourdan et al., 2022) the learner
alternates between playing a ‘leader’ action and a ‘chal-
lenger’ action which represent potential positions of the
target/objective in the action space. Since we have shown in
Corollary 4.3 that for our problem the optimal proportions
«o* have a simple closed form expression, it is natural to
consider Track-and-Stop approaches rather than Top-Two
methods. Furthermore, Track-and-Stop methods have been
studied in settings with multiple correct answers (Degenne
& Koolen, 2019; Chen et al., 2025), leading us to believe
they will be more suited to the multiple change point setting
than Top-Two methods which have only been studied in
settings where it is required to return one action. Finally, the
main downside to Track-and-Stop methods in other settings
is their potentially very large computational complexity.
This is not an issue in our setting since we can explicitly
solve the optimization problem in Corollary 4.3. We now
show how to adapt Track-and-Stop methods, using Corol-
lary 4.3, to construct our policy called Single Change Point
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Identification (CPI) which is Exact-(1, ¢) and has optimal
sample complexity. CPI is stated explicitly in Algorithm 1.

4.2.1. SAMPLING RULE

Suppose we knew we were in environment v. Then from our
lower bound in Corollary 4.3 and equation (4), we would
optimally play half of our actions adjacently either side of
the change point z;; (i.e., we would play actions z; and
x;, + 1 each half of the time and not play any other actions).
However, in practice we do not know the environment v
and therefore we do not know which actions z}, and x}, + 1
to play. Hence, we propose the following tracking and
forced exploration rules, which are of the general form of
D-Tracking introduced by Garivier & Kaufmann (2016) for
best-arm identification. We note that there are alternative
tracking rules in the Track-and-Stop literature such as C-
tracking and proportional tracking, however these have been
shown to be less effective empirically (Garivier & Kauf-
mann, 2016; Degenne et al., 2019).

Tracking For the tracking component, we first estimate
the change point in each round ¢, Z;. We propose to use
the following simple estimator for the change point which
selects the action corresponding to the largest empirical
change in mean, namely

— fat1(t)]. ©)

Here S is the set of potential change points, which in this
case is [K — 1], but may change when we consider multiple
change points in Section 5. Here [i,(¢) is the empirical
mean of the rewards obtained from playing action a up to
time ¢. We choose this estimator due to its simplicity, but we
expect alternative estimators, such as least squares, could
also lead to similar results.

2¢(S) = argmax ¢ g|fia (t)

Once we have an estimate for the change point in round ¢,
2, we can establish the tracking criteria by noting that if
2, were the true change point then we would want to play
equally either side of this change in mean. Consequently,
we estimate the optimal proportions for each action at time ¢
as &;(t) = 1/2if i € {&, 2+ + 1}, and O otherwise. Using
these estimates, our tracking criteria is to play the action
with the proportion of plays furthest below the estimated
optimal proportions in round ¢. Let T;(¢) be the total number
of times we have played action ¢ up to round ¢. Then in
round ¢, we play

. Ti(t) .
ap = argmiN;c gy g} ( t( ) ai(t)> : (6)
This is equivalent to playing whichever arm has been
played least out of {&;,&; + 1}, namely a; =
argmin¢ (5, 5 +1375(t), as in Algorithm 1 line 8.

Forced Exploration If we only do the above tracking, the
quality of our estimates z; may improve slowly over time

(if at all). Hence we additionally include some forced ex-
ploration across the action space, similar to previous works
(e.g. Garivier et al., 2018; Yang et al., 2022). For this, if at
any time ¢, we have an action ¢ € [K] that has been played
less than /¢ times, then we play that action (breaking ties
arbitrarily) as seen in Algorithm 1 lines 5-6. The idea is
that this forced exploration is large enough to force our es-
timates for the change point and optimal proportions to be
close to their true values of z* and o*. Simultaneously, this
forced exploration should not be so large that our policy
becomes overly exploratory and suboptimal. We will show
in Theorem 4.5 that this combination of tracking and forced
exploration is sufficient to achieve asymptotic optimality.

4.2.2. STOPPING TIME

We now present the second component of CPI, the stop-
ping rule. We give an explicit definition for the stopping
time and show that a policy using it satisfies the first con-
dition (equation (1)) of Definition 4.1 for an Exact-(1, d)
policy. We emphasize that, unlike in many prior track-and-
stop works, the condition for the stopping time can also
be checked explicitly and directly, rather than needing to
solve the optimization problem as in (10) (e.g. Yang et al.,
2022; Garivier & Kaufmann, 2016). In particular, for our
proposed stopping time defined in Proposition 4.4, we only
need to check if the threshold has been exceeded in (7).
No numerical optimization is required for checking this in
each round, making it computationally efficient. This makes
our proposed approach simple and further computationally
efficient.

Proposition 4.4. Define the stopping time in Algorithm 1
as

75 = min {t . Tff (t)Tiif-‘rl( )
2T, (t) + Ty 41(1))

A2 >ﬂ(t,6)} @

with R
A%, = |, () — Az ()]
We define the threshold
B(t,8) = log (ty(K —1)/0) + 8loglog(ty(K —1)/6)

®)
with v = 2395/ log(3). Then in any environment v €
Vi~ where N > 1 and any policy 7 with stopping time Ts,
we have
Pro(r, ¢ 273) < 0. ©
Proof. For a full proof see Appendix D. This stopping
time is motivated by Chernoff stopping times (Kaufmann &
Koolen, 2021) of the general form

min mf T

,0(2)) = B(t,9)
(10)
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Algorithm 1 Single Change Point Identification (CPI)
1: Input: confidence 6 € (0, 1)

2: Play each action once
3: while Z(t) < §(t,0) do
4:  Update f1;(t), &y, &4
5. ifmingeqr k3 Ti(t) < v/t then
6: Play action a; = argmin,c ¢y Ti(t)
7:  else
8: Play a; = argmin;¢(;, 5 413 7i(t)
9: endif
10: end while

11: Return: Z,

Since it is optimal to only play either side of the change
point, we demonstrate that it is sufficient to only consider
the sum in (10) over actions i € {Zy, &4 + 1}. O

Interestingly, the form of the stopping time in (7) is rem-
iniscent of common tests in offline change point analysis
literature (e.g. see the GLR test statistic CUSUM seen in
Chen & Gupta, 2012; Verzelen et al., 2020). Our algorithm
CPlI is given explictly in Algorithm 1, where we denote

T (OTei()  zo

Z(t) = 2(Tz,(t) + Tz, +1(1))

(11)

4.3. Asymptotic Upper Bound

We prove an asymptotic upper bound for the expected sam-
ple complexity of CPI (Algorithm 1). The broad idea for
the analysis is to firstly prove that: if the empirical mean
reward from each action is well concentrated, then, due to
the forced exploration, our estimates for the change point
and optimal proportions (2, &;) should get closer to their
true values (x*, a*) over time. Hence, due to the tracking,
the number of times we have played actions x* and x* + 1
adjacent to the change point should quickly increase and
get closer to t/2. Subsequently, the values of Z(¢) in our
stopping time should increase quickly, passing the threshold
[ and stopping the algorithm. The analysis for our upper
bounds focuses on understanding the rate at which this oc-
curs. We state the upper bound in Theorem 4.5 with the
proof detailed in Appendix E.

Theorem 4.5. For any v € Vi 1, using algorithm m de-
scribed in Algorithm 1, we can upper bound the expected
sample complexity as

Eﬂ' v
lim sup — 73]

5P Ton(1/a) = ¢

This demonstrates that CPI (Algorithm 1) is an asymptot-
ically optimal Exact-(1,¢) policy according to the lower
bound in Corollary 4.3. We emphasize that this optimality is
tight in terms of the constants that appear in both the asymp-
totic upper bound and the lower bounds. In Section 5 we

will illustrate that, due to the explicit solutions found for the
optimization problems (3) and (10), we are able to construct
simple and interpretable non-asymptotic upper bounds for
the sample complexity of our methods as well.

5. Identifying Multiple Change Points

While identifying a single change point is important, in
practice we may need to confidently identify N change
points. Hence, we extend our results and methods from
Section 4 to consider multiple change point identification.

5.1. Known number of changes

Suppose that we are in an environment with exactly N
change points and the learner is given this information. In
this case, we want to return an estimate for the set of NV
change points which is equal to the true set of change points
with probability greater than 1 — §. We refer to a policy that
does this as an Exact-(V, ¢) policy.

Definition 5.1. Exact-(V,d) policy For any v € Vi y,
an Exact-(N, 0) policy 7 with stopping time 7 returns an
estimate &, satisfying

By starting with a general bound (as in Theorem 4.2), we
can prove the following lower bound on the expected sample
complexity of any Exact-(N, ) policy.

Theorem 5.2. For any Exact-(N, ) policy m with stopping
time T, a lower bound for the expected stopping time in
environment v € Vi n is

1
Erulr] 2 (0o (45 ) 1)

N
> 0% 1og [ L 1 (13)
- 45 pt A? ’

where we define

K
c3()™t = sup inf ZaiD(vi,v;). (14)

a€Pr vV (23) {

Here ijf\[(mf}) denotes the set of environments in Vi n
whose set of change points are not equal to ), and Py is
the standard K -dimensional simplex.

If the learner knows that there is exactly N change points,
then knowledge regarding the location of one change point
can be informative for the location of an adjacent change
point. Incorporating this information means that the optimal
proportion of actions we should play near one change point



Fixed-Confidence Multiple Change Point Identification

no longer just depends on that change point, but also on
adjacent change points. Because of this, the optimization
problem in equation (14) becomes more complicated and
finding a general closed form solution becomes more chal-
lenging than the Exact-(1,0) case in (3) where we do not
have this coupled effect. However, we are able to lower
bound ¢} (v) to provide the final lower bound (13) in The-
orem 5.2. Note that the lower bound in (13) is the sum of
the complexities of finding a single change point (shown
in Theorem 4.3) in N different settings, up to a factor of
2. Furthermore as we will see from the rest of Section 5,
compared to settings where we do know the true number of
change points (Theorem 5.2), the cost of not knowing the
true number of change points is asymptotically at most a
factor of two in the expected stopping time (Theorems 5.4,
5.5, and 5.7).

5.2. Unknown number of changes

When we want to confidently identify /N change points in
our environment, it is important to provide methods which
are robust to the presence of additional change points. In
particular, we would like to develop policies which are able
to identify N change points out of an unknown number of
change points. In this case, we want to return an estimate for
a set of IV change points which is in the set of true change
points z, where |z*| = m > N, with probability greater
than 1 — §. We refer to a policy that achieves this as an
Any-(N, ¢) policy.

Definition 5.3. Any-(N, ¢) Policy For any v € Vi ,,, where
m > N, an Any-(N,d) policy 7 with stopping time 7
returns an estimate 2. of size N satisfying

Pro(t, Cal)> 15,
Pro(r <o0)=1.

15)
(16)

Suppose that we had an Any-(V, §) policy = and, for now,
additionally suppose that there are exactly N change points
in the environment (note that this is different to the Exact-
(N, 6) setting considered in Section 5.1 where the learner
knows there are exactly N change points). In this case, we
can show that the optimal proportions become

1
3
Aj

N
2 Zi:l Alf

for j € {z} 1,..., 2} v}, and zero for all other o} values.
This 1ntu1t1vely suggests that constructing an 0pt1ma1 policy
requires (asymptotically) sampling most of our actions ad-
jacent to the changes in mean. The proportion of samples
around each change in mean should be inversely propor-
tional to the size of the change squared. This allows us to
prove the lower bound in Theorem 5.4 below, detailed in
Appendix G.

aj =aj = 17)

Theorem 5.4. For any Any-(N, ) policy m with stopping
time T, a lower bound for the expected stopping time in
environment v € Vi n is

Ero[r] > 802 10g< )(ZA2>.

Now, suppose our aim is to confidently identify N change
points out of a set of m > N change points. In this case,
intuitively the complexity of finding any /N change points
is lower bounded by the complexity of finding the N most
easily identifiable change points, {xz‘l), ST }. This is
formalized in Theorem 5.5 where the first sum in (18) is
over the N largest changes in mean. See Appendix H for a
proof.

Theorem 5.5. For any Any-(N, d) policy m with stopping
time T, the expected stopping time in environment v € Vi
for N < m < K is lower bounded by

Erolr] >80%(1 — 10%( ) (Z N )
— log(2 (Z A2>

Note that, as § — 0 the lower bound in Theorem 5.5 be-
comes similar to the lower bound for the Exact-(N, §) poli-
cies in Theorem 5.2 up to a constant factor of 2. Further-
more, the lower bound in Theorem 5.5 becomes similar to
Theorem 5.4, except we are summing over the N largest
change points rather than all of them. In Section 5.3 we
provide a policy which is simultaneously Exact-(N, §) and
Any-(N, §). This policy is asymptotically optimal when the
true number of change points is unknown (m > N) and
optimal up to a factor of 2 when the learner is given the
exact number of true change points in the environment.

(18)

5.3. Sequential Approach and Upper Bounds

Motivated by Binary Segmentation methods from offline
change point analysis (e.g. Fryzlewicz, 2014; Scott & Knott,
1974) and and the single change point setting studied in
Section 4, we propose the Multiple Change Point Identi-
fication algorithm (MCPI, Algorithm 2). MCPI works by
sequentially identifying one change point at a time until we
have found N. In particular we repeatedly run the loop in
CPI (Algorithm 1 lines 3-10), which identifies one change
point, a total of N times. After each loop, we will have
stopped and identified one change point. We then remove
this action from the set of potential change points and add
this action to the set of change points we will return at the
end (Algorithm 2 line 17). After this we repeat the process
until we have identified NV change points in total.
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Algorithm 2 Multiple Change Point Identification (MCPI)
1: Input: confidence 6 € (0, 1)

2. Input: number of changes to look for, N
3: Initialize S + [K — 1], &, <+ 0

4: Play each action once

5: for phase jin {1,...,N} do

6: while Z(t) < (t,6/N) do

7: Update fi;(¢), G

8: if 34,5 € [K — 1] s.t. (19) holds then
9: Update &; = #+(.5)
10: end if
11: if minie{L__.’K}Ti(t) < ﬁthen
12: Play action a; = argmin, ¢y gy 75(t)

13: else
14: Play a; = argmin;c ;. 5 13 75(2)
15: end if

16:  end while

17: &, < &, U3, S« S\{&:}

18: end for
19: Return:

15>

Edge Case (Multiple Equally Sized Changes) Suppose
we had an Any-(1, §) policy, which confidently identifies
one change point, and there are multiple equally sized
changes in the environment. For example A, (1) = A, (2).
We see from Theorem 5.5 that the lower bound only includes
the complexity from finding the position of any single one
of the largest changes. Hence, an optimal policy would sim-
ply focus its sampling efforts around any one of the largest
changes. By simply running CPI in this edge case, there is
a risk that our estimate z; will fluctuate between different
change points of equal size and therefore our actions will
not be focused around just one change point. To avoid this,
in MCPI we include a condition that we only update our
estimate £y when one empirical change in mean reward is
sufficiently larger than another. In particular, when there
exists 4, j € [K — 1] such that

i () = fivr ()] > 5 (t) — f2 (O] + (@) (19)
holds (with r(¢) defined in (20)), we update our estimated
change point to be Z;(.5). If (19) does not hold in round
t then we do not update our estimate, namely Z; < Z;_1.
This is included in lines 8-9 of MCPI (Algorithm 2). Note
however, that if we know that there is exactly one change
point or that there are no changes of equal size, then we do
not need to check (19) before updating our estimate for the
change point and this can be omitted.

We now provide a non-asymptotic upper bound for the ex-
pected stopping time of MCPI. To do so, we define

r(t) = \/410g(t) + 2log(2log(t)) +1/2 20)

7 —K);

N
T5(0) = min {T eN:T—2KT? > Z 86(7,0/N)

i=1

Ay —A
T{(v)zmin{TeN:r(T)< <N>4<f>}

Here S is the threshold function defined in equation (8). If
there are exactly m change points in the environment we
define A1) = 0. We also let £ = argmax,. y{A) :
ANy > A} be such that Ay is the next largest change
in mean strictly smaller than A ). Intuitively, 77 (v) repre-
sents the time taken for forced exploration to provide a good
estimate for the positions of the change points in environ-
ment v. Additionally, 7} (9) represents the time taken for
our tracking to put enough samples around the true change
point for us to be confident in its position and stop. Using
these definitions we provide the following non-asymptotic
upper bound for the expected stopping time of MCPI.

Proposition 5.6. For any environment v € Vi, for
m > N, the expected sample complexity for Algorithm
2 is bounded by

E[rs]) < T5(8) + 11 (v) + 2eK.

Subsequently, by considering 6 — 0, we provide an asymp-
totic upper bound for the sample complexity of MCPI and
show that it is simultaneously Exact-(V, §) and Any-(N, 9).

Theorem 5.7. MCPI (Algorithm 2) is an Exact-(N, 0) pol-
icy and an Any-(N,0) policy. For any v € Vi ., where
m > N, we can upper bound the expected sample complex-
ity of MCPI as

B o[75] 1
lim sup —222% < 842 — .
6—>0p 10g(1/5) - (; A?i))

We see that the sample complexity for MCPI asymptotically
matches the lower bound for any Any-(N, d) policy (The-
orem 5.5) with the correct constants. Furthermore we see
that MCPI simultaneously matches the lower bound for any
Exact-(V, §) policy (Theorem 5.2) asymptotically up to (at
most) a constant factor of 2. Note that we could remove this
constant by directly tracking and numerically approximat-
ing the optimal proportions from (14), however this could
be computationally very expensive and would not be robust
to an unknown number of changes, unlike MCPIL. In the
special case where there is exactly N = 1 change point
and this is known to the learner, MCPI is also optimal with
correct constants (Theorem 4.3).

We note that another alternative approach to identifying
any IV change points could be to extend CPI by directly
tracking (as in (6)) with respect to an estimate of our optimal
proportions (17). We suspect this alternative approach will

(A —2r(T))?

}
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Figure 2. We run the MCPI and BOC algorithm at a range of values
for § in environment v;. At each confidence level we repeat 100
runs and plot the average stopping time with 90 percent confidence
intervals. We also plot the lower bound in Theorem 5.5.

also attain an optimal upper bound asymptotically. However,
this will lead to identifying all of the change points at the
same rate. Whereas if there is one change point that is
significantly larger than the rest, it may be advantageous for
a practitioner to quickly identify this change first. This is
what the proposed MCPI algorithm does.

6. Experiments

To complement our theoretical results we conduct experi-
ments to test our proposed algorithms in synthetic environ-
ments. In Figure 2, we consider an environment v, with only
one change point with means p = (2,2,2,2,2,2,1,1,1).
In this case, we run our proposed policy MCPI (setting
N = 1) and a range of choices for §. At each of these
choices for 6 we run MCPI 100 times and plot the average
stopping time. We also plot our lower bound from Theorem
5.5 on the same axes. From Figure 2 we see that the our ex-
pected stopping time increases parallel to the lower bound,
supporting our theoretical demonstration of the asymptotic
optimality of MCPI. On the same figure we plot the stop-
ping times when, instead of tracking with respect to our
estimated optimal proportions (4), we sample with respect
to the oracle optimal proportions of the Bandit Online Clus-
tering (BOC) algorithm (Yang et al., 2022). In particular,
we provide BOC with the true number of change points
(required as an input of BOC) as well as the oracle optimal
proportions o* described in (Yang et al., 2022) for cluster-
ing in v;. Despite the additional information provided to
BOC, it does not take advantage of the piecewise constant
structure of v;. Hence we see that BOC’s sample com-
plexity increases at a much faster rate than MCPI and the
lower bound, emphasizing the sub optimality of BOC in
the fixed confidence piecewise constant bandits setting. See

Appendix A for further simulations with multiple change
points.

7. Discussion and future work

In this paper we have studied the fixed confidence piecewise
constant bandits problem. We proved multiple instance-
dependent lower bounds on the expected stopping time of
policies with different objectives, illustrating how the mag-
nitude of the change points affect the complexity of our
problem. Additionally, we constructed the computationally
efficient MCPI algorithm to sequentially locate N change
points with fixed confidence. By proving non-asymptotic
and asymptotic upper bounds we showed that MCPI is
asymptotically optimal under different objectives.

A related problem is the task of identifying all changes
greater than some € > 0. This would be relevant in settings
where there is no domain-specific or contextual knowledge
of an appropriate number of change points to search for. We
expect that it would be possible to extend MCPI to this set-
ting, but we leave this to future work. Another direction for
future work is to extend our setting to try to identify change
points between piecewise smooth regions of a continuous
action space (e.g. A = [0, 1]). We could also consider differ-
ent objectives such as minimizing the simple regret (i.e. the
bias of our change point estimates) or maximizing the cumu-
lative rewards in this piecewise constant setting. For now,
we have filled a gap in the change point identification litera-
ture by providing an in-depth study of the fixed-confidence
multiple change point identification problem.
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Appendix
A. Additional Experiments

In addition to the experiments shown in Section 6, we simulate our methods in environments with more than one change
point. For example, in Figure 3 we consider and environment vs with K = 19 actions and N = 2 change points with mean
rewards p,, = (2,2,2,2,2,2,4,4,4,4,4,4,4,0,0,0,0,0,0). In Figure 3 we again plot the average stopping time when
running the MPCI algorithm inputting N = 2 100 times at different values for log(1/d). We also run BOC with oracle
weights. We again see that the stopping time for BOC increases at a much faster rate than MCPI (which stays approximately
parallel to the lower bound from Theorem 5.5). We see similar results when running the same experiment but using
environment v3 K = 9 actions and with N = 3 change points. Here the mean rewards are u,, = (2,2,3,3,3,3,1,1,4).
The results from simulations on this environment are in Figure 4.
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Figure 3. We run the MCPI and BOC algorithm at a range of values for § in environment v2. At each confidence level we repeat 100 runs
and plot the average stopping time with 90 percent confidence intervals. We also plot the lower bound in Theorem 5.5.
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Figure 4. We run the MCPI and BOC algorithm at a range of values for § in environment v3. At each confidence level we repeat 100 runs
and plot the average stopping time with 90 percent confidence intervals. We also plot the lower bound in Theorem 5.5.
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Finally, we also run MCPI in an environment vy with m = 5 change points i, =
(2,2,2.5,2.5,3,3,2,2,1.5,1.5,1.5,1.5,1.25,1.25). In this case, however we only input N = 1 into MCPI such
that MCPI will search for only one change point. In this case, where there are an additional 4 change points present, we
simulate the performance of MCPI 1000 ties at each of a range of § values. We then plot our average observed stopping time
and compare this with the lower bound in Theorem 5.5 with NV = 1. We again see that the average stopping time of MCPI
is approximately parallel to the lower bound, supporting our theoretical results that MCPI is an asymptotically optimal
Any-(N, ¢) policy which is robust to an unknown number of additional change points present in the environment.
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Figure 5. We run the MCPI algorithm with N = 1 at a range of values for § in environment v4. At each confidence level we repeat 100
runs and plot the average stopping time with 90 percent confidence intervals. We also plot the lower bound in Theorem 5.5.
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Proofs for Section 4

B. Proof Sketch of Theorem 4.2

The proof of this Theorem can be seen in both Theorem 1 of (Garivier & Kaufmann, 2016) and Theorem 33.5 of (Lattimore
& Szepesvari, 2020), where the difference is that we include additional structural assumptions on the mean rewards in our
environments and we have a different objective from best arm identification. In particular, we reiterate the infimum in
Theorem 4.2 is over the ‘alternative’ set of piecewise constant environments v’ which have exactly one change point which
is not equal to z}.

We repeat the two important steps here for clarity and motivation. Firstly, using a change of measure argument and
considering any v’ € Vl%”l( *), they show that

K
> B o Ti(6)] D(v;,v]) > log(1/45) 1)

i=1

Secondly, they use (21) and definition of ¢*(v) to show the following steps

Eﬂ' v [7—5]
: =E,.[rs] su inf o; D(v;, v}
g = Bealnl e int 3 aiD(oi)
K
. IE‘n' v [Tz(Té)] /
>E,, inf —————=D(v;,v; 22
2 Enolrsl, Juf ) Z A G (22)
f Eﬂ' ’U iy Us
= e, *)Z (751D (v, vi)

> log(1/49)
The proof is then complete. ]
Recall the definition of o* as the solution of the optimisation problem in equation (4.1). Then we observe that the only
way to achieve equality in equation (22) is for o] = ]EELE;T]&)] to hold. Hence, to asymptotically achieve the lower bound

presented in Theorem 4.2, we want to have the proportion of times we play each action equal to o*. Hence, we often refer to
«* as the vector of optimal proportions.
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C. Proof of Theorem 4.3

We show that we can explicitly solve the following optimization problem for ¢*(v)~!.

()"t = sup inf *)ZaiD (v(i), v (7)) .

aEPx v EVEL (%

First, suppose we fix some o € Pg. Then we try to to choose a v’ € ijﬁ (x2) to minimize
K
ZaiD(vi,vg). (23)
i=1

Denote the mean rewards in environment v as (u;)X, and the mean rewards in environment v as (u})% ;.

Case 1: Consider some v’ such that 7, > x}. Then, we can rewrite the sum in (23) as

K 937; CE:;/ K
ZO@D(’W,U;) = ZaiD(vi,vg) + Z a;D(v;,v]) + Z a; D(vi,v})
i=1 i=1 i=z3+1 i=xr,+1
1 x), ZL’::/ K
= o5 | 2oilm —i)* + D0 el — )P+ Y il — ) (24)
=1 i=x¥+1 i:zz,—i-l

Where (24) comes from the definition of the KL divergence between two Gaussian distributions. In order to minimize the
third term in (24), we choose ,u’K = px. In order to minimize the first two terms, we choose

*
’

Yy i1 i
i=xr41 Qi

e
Ty Lyt )
>t o+ Zi:z;Jrl @

ph = p1 + (px — p1)

We plug these choices for i}, p into (24) to get

K , A? (Zfil ai) (Zf;/a::-&-l O‘i)
> aiD(v;,v)) = — — (25)
i=1 20 (Zf:ul &+ 3 1 a,;)

which is minimised when z, = x}, + 1.

Case 2: Now, consider some v’ such that 2}, < . Similar to case 1, we can minimise the sum in (23) by setting

[y =t

:L‘L'
: +( ) Litey, +1 %
wic = i+ (nx = ) = z
Zf:.t:;,-&-l O+ D i g g1 O

x %
Ty =T, —1
to attain
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. K
K / A2 (Zf:a:*,ﬂ ai) (Zz‘:x;H Ozi)
Z Oéq;D(’Ui7 U'L) = o “ I% (26)
i1 202 (Ziix;,ﬂ D D O‘i)

Combining Cases To Find a*: The above arguments show that the ‘closest’ environments to v are when we shift the
change point by 1 to either the left or the right. We therefore have that the unique maximizing choice for a* will minimize
the minimum of (25) and (26).

" A (Zfi’l O‘i) (azp41) A% (au) (Zfirzﬂ O‘i)

argmax  inf E a;D(v;,v) = argmax min

* b)
a€Px VEVHH(wy) AEPK -1 20° (2321 a; + Oéxr,+1) 20* (O‘w: + Zfix%ﬂ O‘i)
B 1/2 ifie{zf af +1}
0 otherwise

Hence, we have attained (4). This also proves the Theorem by plugging this back into (23) and subsequently our calculation
for ¢*(v) into Theorem 4.2. O
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D. Proof of Proposition 4.4

Before starting the proof, we note that in previous works using Track-and-Stop methods, a Chernoff stopping time was
used (Garivier & Kaufmann, 2016). This stopping time stops the algorithm when an infimum of a self-normalized sum
(Kaufmann & Koolen, 2021; Lattimore & Szepesvari, 2020) crosses some threshold 3. The general form of these stopping
times are

min inf Z T;(t L0(i)) > B(t, 6) 27)
v EVI‘él’i x)

where ¥ is an estimate for the environment. However, in our setting since it is optimal to only play either side of the change

point, we demonstrate that it is sufficient to only consider the self-normalized sum over actions i € {Z, &; + 1} since we

expect the contribution from these terms to dominate. Namely, we will define our stopping time to be

v EVE’Q(:&)

Ti+1
s = mln{ inf Z Ti(t i),0(i)) > B(t, 5)} (28)

We now prove that (28) is an appropriate stopping time. Fix an environment v € Vi 1 and a policy 7 with the stated stopping
time (28). Denote ;1 € R as the mean reward vector in environment v. Use any estimate for the change point. We then
have the following sequence of inequalities, where the first steps are motivated by the Track-and-Stop analysis for best arm
identification in Lattimore & Szepesvari (2020).

Pro(2r #22) = Pro(v € VO(,))

5 [Tz, (7)(fa, (T) = pa, ) + Top11(7) iz, 41(7) — pz,11)%] > B(7, 5)> (29)

<Py (35 € N7 30 € 1K = 115 5 [T006) () — ) + i (9w (s) ~ asn)?) > 66.))
K—-1
<Y SR, ( (51 (5) = 1 )? + i () s () = ] 2 55,0 )
k=1 s=1
K—-1 oo

2

k=1 s=1

Where (29) comes form the definition of our stopping time (28) and the final inequality (30) comes from Theorem 2 of
(Magureanu et al., 2014). Now, we will make similar arguments to Garivier et al. (2018) to complete the proof. We first
point out some helpful observations.

Lemma D.1. The following inequalities hold for allt > 1 and § € (0, 1)
. ty(K—1)
(i) B(t,6) < 9log (2U=1)

(ii) log(t) < B(t,9)

(iii) B(t,6) > 1

Proof. These results follow from the definition of our threshold 3, defined in equation (8) and the fact that y(K — 1)/§ >
3. O
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Now, by plugging in our definition for 8(¢, ¢) into equation (30), we get the following sequence of inequalities.
Bl £ < 33 0O MUCLIC: RS
k=1 s=1
- 3o L(B(,0) 1)
D= dsy(K —1) IOgS(SV(K —-1)/6)
s oo A(o0s(52)
T sy (K - 1) log®(sy(K —1)/0)
B R i exp(3)d 9¢
o a5 (K = 1) log? (sy(K — 1)/5)
B = 9%exp 3)é i 1
im VK1) I slog(sy(K —1)/9)
9% exp(3)6 1
< 2 ,Y(Kp_( 1)) ; 510g2(3$) (33)
K-1 .6
=2 o .
=9

Where equations (31) and (32) come from using the facts from Lemma D.1. Furthermore, the inequality in (33) is true since
we have y(K — 1)/ > 3 from our definition of v. Inequality (34) is true by using an upper bounding integral.

i L, /°° Lot 2
slog l092(3) o1 slog?(3s)  log%(3)  3log(3) ~ log(3)

s=1
The final equation comes from our definition of . We have therefore proven that the stopping time (28) is an appropriate
stopping time.
Finally, by using similar steps as in the proof of Theorem 4.3 in Appendix C we can prove the following lemma.

Lemma D.2. The solution to the optimization problem within stopping time is (28) is

Te+1

N Tit (t)Tlf?tJrl(t) A2
it ) 22 Tl ) = S ) T Lo ()

T=I¢

By plugging this into equation (28), recover the form of the stopping time in Proposition 4.4 and the proof is complete. [
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E. Proof of Proposition 4.5

For this asymptotic upper bound our will stay somewhat close the structure of the original track and stop analysis from
(Garivier & Kaufmann, 2016). The following Lemma is a consequence from Lemma 6 in (Degenne et al., 2019), the idea
being that we define the good event Fp to be when all of the empirical means for all the arms are well behaved at all times
up to time 7'

Lemma E.1. Define the event

B={vs <tvae K] |u(s)— pl? < 4log(t) + 2log(2log(t)) + 1 (35)
Ta(s)
Then
logt =
Vt>3, Pu(Ef) < 2K, ;P“(gt) < 2¢K.
and

= . X logt T Jog
Zpﬂ(gt)gzez(zt—z < 2K e dz = 2eK.
t=3 t=3 r=

Now, if the good event E}; holds and our empirical mean rewards for all the arms are well behaved, then we know that even
our simple estimator &, for the change point will eventually always be correct after some time 7. We write this formally in
the following proposition.

Now, by defining

v) = min 4log(T') + 2log(2log(T')) + 1 ,
Ty (v) = {T. (\/T_K)+ <A/4},

we get the following useful proposition.

Proposition E.2. For any T > T}, on the event E1, we have that our estimate is correct. Tp = x*

Proof. Under event Er and for T > Tj(v) we have that the empirical means at time 7" are well concentrated Va €
[K] |fa(T) — pa|* < A2/4. This is true since our forced exploration will enforce that Vs € N T, (s) > (v/s — K)4.
Hence, by our definition for our simple estimator (5), we know that the estimate for the change point at time 7" will be
correct. O

Hence, if we are always correct in our estimate for the change point after time 73 (v), then our estimate for the optimal
proportions & will be correct after time T} (v). Therefore, due to our tracking procedure, the proportions of samples we
make for each action will get closer to the optimal proportions at the following rate.

Proposition E.3. There exists a constant Ty (v) € N (which depends only on the environment) such that for any T > Ty,
on the event Er, we have
K —2)T1(v)

2t

1
Vt > VT, max |Ti(t)/t — a}| < +

Now, if the proportion of plays for each action is getting closer to the optimal proportions as described in the above lemma,
then we know that the number of times we play actions 2* and z* + 1 will get closer to ¢/2 and therefore the value of Z,
(defined in (11) for our stopping time in equation (7)) will get larger. Hence, we are able to provide a lower bound for Z;. In
order to do so, we first make the following definition.

Definition E.4. Let

2t
() = 4log(t) 4+ 2log(2log(t)) + 1
(Vt—K)y
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Then we define ¢(t) as the following quantity.

o (12 -10(1)) L2
1) = 05— = (A =)

Noting that as ¢ — oo, we have é(t) — %2 = ¢*(v)~! which was the optimal coefficient defined for the lower bound

Theorem 4.3 defined in (3).

Then, as a concequence of our true proportion of plays approaching the optimal ones, we can write the following lower
bound for Z;.

Proposition E.5. Under event E1(¢) we have for all t > /T when T > 2T (v) we have

Z, > te(t).

Proof. Recall the definition of Z;, namely

Tz, ()75, 41(¢)

A2
Tﬂ?t (t) + Ti’tJrl (t)

Z, =

where we define A2 := |fiz, (t) — fiz,+1(t)|%. The result then comes from our well behaved proportions under our well

behaved event Er(¢) from Proposition E.3 as well as the concentration assumptions from event Er(¢) directly to lower
bound A2 O

Now, using similar steps to the original track and stop analysis of (Garivier & Kaufmann, 2016), we have:

For T' > 2T (v) and assuming E7 holds:

T
min{7s, T} < VT + Y 1{rs >t}
t=VT

T
<VT+ Z 1{Z; < B(t,0)}
t=VvT

T
<VT+ Y () < B(t.0)}
t=VT

T
<VT+ Z 1{t&(VT) < B(T,6)}
t=VT

B(T,9)
<VT+ T

Hence, by defining the quantity

Tdé)zmin{TEN*:ﬁ—ki((\j;’;)) <T}

we have that for any T' > max{Ty(), 271 (v)}, then we have Er = {75 < T}, and therefore

log(T")

P(rs > T) < 2eK T2
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Subsequently, we have

]2

E[r] = P(7s > t)

-
Il
=]

oo

<STo() +2Ti(w)+ Y. Pl >t)
t=To(8)+T1

< To(6) 4 2T (v) + > 2eK
t=Tp(0)+2T1(v)

log(t)
t2

From this upper bound on the expected stopping time, we not that the only dependence on § is in Ty(d) hence we focus
on studying this since the other two terms will vanish when we divide through by log(1/4) (asymptotically). We can now
use some arguments from (Garivier et al., 2018), where we restate their useful Lemma E.6 below, and by using our own
definition for the threshold 8 we can carry out the following steps to upper bound Tp (). First we define the two events

Hl(e):min{T€N+:Tf\/fZT/(lJrE)},

Hg(e):min{T€N+:é(ﬁ)e [A;_&A;H”’

which allows us to initially simplify the definition for T () as follows where we denote C* = %2 —€

To(é):min{TeN+:ﬁ+ﬁ(T’5> §T}

AT
< Hi(e) + min {T eN': B(T,8) < C(fZT}

< Hiy(e) + Ha(e) + min {T e Nt : 3(T,0) < 10er}
€

< Hy(e) + Hz(€) + min {T € N :log (Ty(K —1)/5) + 8loglog(Ty(K — 1)/8) < 105_1;}

< Hi(e) + Ha(€) + max ((1 g;) log (e(l + e)c,;(gK i), log <(1 + E)CZ(&K — 1)>> , *y(K(S— 0 exp (9(6/8)))
37

€

Where for equation (37) we have used Lemma E.6. Hence, by plugging in the upper bound from (37) into (36), and
observing the dependence of the upper bound on § we attain the asymptotic upper bound stated in the theorem. Hence CPI
has asymptotically optimal expected sample complexity.

O

Helpful Lemma

We state the following helpful lemma from (Garivier et al., 2018). For 0 < y < 1/e, let g be the function defined by

- (2

From this definition they state the following inequality in Lemma 10 (Garivier et al., 2018).

Lemma E.6. Let A,B > 0, then for all ¢ € (0,1) such that (1 + €)/A < e and B/e > e, for all x >
mas (g(A/ (1 + ), exp(g(e/ B)))) we have

log(z) + Bloglog(z) < Ax
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Proofs for Section 5

F. Proof of Theorem 5.2

We first note that the proof of the first inequality (12) is similar to Theorem 4.2 in Appendix B, except we now restrict to the
set of environments with exactly N change points (i.e. Vx n). In order to prove the second inequality (13) we simplify and
only consider the set of alternative environments in which we shift one of the change points in v by one to the left or the
right.

Consider the following two sets of alternatives {v 1 {v’ '}V | C Vi, n and we shift only the left/right mean reward
adjacent to each of the change points in v. In particular we deﬁne

; *
Ly i = Poit1 for o=z
v — .
ly,; otherwise

Myi—1 Tor i=uxz7  +1
Mo 4 = ’ . v
ly,; otherwise

Now, by denoting V" = {v}}_, U {0} }L, C Vi (2}). We have that from the definition of ¢3(v) " that

cy(v)~t = sup inf Za, (vs, v;)

aePy VeVl (5) &

IA

aE'F’KUeV”

A2 A2
sup min { min 2—]2axfj,2 ]2 4l (38)
acPx I o2 Evil 2g2 T E

Hence, by substituting (38) into equation (12) of Theorem 5.2 we get the following.

1 _ .| A3 Af
log o < Er 7] aseu%);( mjln min gaﬂ] 573 s+

1
402 (2111 é)

— Eqo[r] > 402 1og< )(ZA2>

As required. O

sup inf ZaiD(vi,vg)
=1

=E;,[7]

G. Proof of Theorem 5.4

Consider any alternative environment v’ € Vi ,,, where m > N such that the change points in v are not a subset of the
change points in v/, namely z} Z z?¥,. Then, since 7 is an Any-(N, §) policy and equation (15), we have that 2} Z z?,
implies that &, = z? is a failure event in environment v’ occurring with small probability less than

0> P‘n’,v’ (i—,— = Q*) (39)

U

Furthermore, again due to equation (15), we have that under environment v we have . # z; occurring with small
probability less than

§> P, (2, #2b) (40)
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Combining equation (39) and (40) gives the following, where we apply the Bretagnolle-Huber Inequality (Theorem 14.2
Lattimore & Szepesvari, 2020) in equation (41).

20 > ]P)Tr,v(@T 7& @:) + Pﬂ',v/(i-,— = Q*)

U

Y

1
5 exp (_D(]P)ﬂ',’u7]P)7T,’U/)) (41)

1

5 eXp (— Z By« [T3(7)]D (v(i), Ul@))))

Y

1 K
— 105 (55 ) < D Eua[BID (00,0 () @)

Now, consider a set of IV alternative environments {v’; } §V:1 C Vk,m where m > N. Let environment v; have mean rewards
equal to v everywhere except for actions a; := 7 ; and b; := z; ; + 1 such that there is no longer a change point there. In
particular, for some £; € [fty,a;, fho,b;] WE set

¢; when i=a; or i=1b;
Moy i = .
ly,i otherwise

Now, since equation (42) holds for any of the alternative environments in the set {v; =1, we have that the following set of
inequalities.

K
o () < min {igf;Em[Ti(T)]D <v<i>,v;-<z'>)}

J

K
< E,,[r] sup min {i?jfz ;D (v(i), v;(z)))}

aEPk I

=E;,[7] sup min{ 43)

aEPk J
1

0 (S04 1)
= E.[1] > 802 log (416> <i A12>
i=1 ¢

Where in equation (43) we have chosen the minimizing choice for /; in each environment vé-. Furthermore, we can show
that the choice for o which attains the supremum in equation (43) is

A? Qgy CQzy 41
2 * *
20 Qg + Qg 41

=E;,[7]

1

A?
=t =
J Jt+1 N 1
23N, &
for j € {x; 1,..., 2} y}, and zero for all other o} values. for j € {1,...,m}, and zero for all other a* values. The proof
is then complete. O
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H. Proof of Theorem 5.5

We will use a similar approach to the proof of Theorem 5.4 in Appendix G, except we will firstly use a slightly different
change of measure argument instead of the Bretagnolle-Huber inequality. Recall from Lemma 1 in (Garivier et al., 2016) we
have that

D(Py,Py) > ki(Py(A), P5(A)) > 0 (44)

for some event A. Where kl(x, y) is the KL-divergence between two Bernoulli distributions with parameters = and y. Recall
also that

ki(z,y) > zlog(1/y) — log(2) 45)
Let v € Vi ,,, where m > N and let  be an Any-(IV, d) policy. Now, for j € [m] define

Furthermore, let environment v;» € VK, m41 be equal to v everywhere except in {z' G) x, ) +1} where the mean reward is
equal to [, namely

s = l; for i€ {xz,(j)’x:,(j)+1}
i v, otherwise

Using the transportation lemma (44), we have for any j € [m] and for any /; € R that

FU(Pr (A7), Pror (4)) < D(Pr oy, Pr )

K
D By A[Ti(7)]D (v(d), v(i)) (46)
=1

However, since (46) applies for any choice of /; in environment 11;-, we can take the following infimum over the RHS.

K
kl(va(AjL]P)ﬂm{(A])) < liré% — Ev,ﬂ'[TZ(T)]D (v(z),v;(z))
Al
— J
= En [Ty ) (D) + T ), (7)) 555 47)
Now, (47) holds for any j € [m]. Hence, if we define k; = kl(IP’W,U(Aj),]P’mU;(Aj)) and t; =
Er.o Twi,(j) (1) + sz,mﬂ (7‘):|, then from (47) gives us
t;A2.
1 < min 276
j€lm] | 802k;
t;A2.
< sup min { —— (48)
t: 7y t5<En o [r] JEMI | 807K;

= Erolr] (49)

Zm 802k,
" -
I=1 A

Here (48) comes from taking a supremum over the potential values for ¢;, taking into account that their sum is upper
bounded by E ,[7] and (49) comes from finding the explicit solution to this supremum (similar to other lower bound proofs

24



Fixed-Confidence Multiple Change Point Identification

in this paper). Now, we try to lower bound the denominator of (49).

80’2k‘ ™ 802 kl(Pﬂ,v(Aj)vpﬂ”,v; (AJ))
Z Z A2 (50)
j=1 (J) j=1 ()

m

8 2
>3 2o (Pra(A7)108(1/Pr iy (47)) — log(2)) (51)
=1~
m 80’2
> K (Pro(4;) Tog(1/5) — log(2)) (52)
= J
i ) 1og(1/6) — iﬁlo () (53)
7r1; g AZ g
j=1 Jj=1 (4)

Here (50) comes from the definition of &;, (51) comes from using the trick in (45), and (52) comes from the Any-(XV, d)
assumption on 7.

Now, by defining ps = P, (£, = S), we note that

Pro(A;) =Pry(aly €2,) = Y psl{af; € 8,18 =N} > Y psl{z}; € 5,5 =N,S Cz}}
SCIK] SC[K]

Hence we can lower bound the first sum on the right hand side of (53) by a linear function of the variables {pg : |S| =
N, S C z}}, namely

m

" 802 " N
Z ATIF’ v(A;)log(1/6) > Z og(l/é) Z psl{z(;) € 5,18 =N, S C z3}. (54)
(@) j=1 (J) SC[K]

Since the right hand side of (54) is a linear function of the pg variables and by the fact that 7 is Any-(N, d) we have
1-06<> psI{|S|=N,S C zi} < 1. Hence, by Bauer’s Maximum Principle (Bauer, 1958), the right-hand-side of (54)
is minimized at an extrema of the set of potential pg variables. Namely pg = 1 — § for some S = S* C 2 and ps = 0

otherwise. In particular we see that a minimiser is with S* = {m:‘) 1y -+ Ty ( N)} such that we get
e 80’2 . * *
Z AT]P’W,U(Aj)log(l/(S) > chrfﬁg\=NZ log(l/é) Z psl{z(;) € 5,[S| =N, S C 23}
(@) v (J) SC[K]
Z log 1/6). (55)

The, by plugging (55) back into (53). Then plugging (53) back into (49) we get our lower bound.
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I. Proof of Proposition 5.6

We have the following concentration inequality as a consequence of Lemma 6 in (Degenne et al., 2019).

Lemma L.1. Define the event

41 log(21 1
£ = {vs <t.Va e K] |a(s) — pal? < 108(H) & 2108(2log(t)) + (56)
Tu(s)
Then
B logt = .
Vt >3, Pu(Ef) <2K—, Y Pu(&) < 2K.

t=3

and

+001
ZIP (£9) <2KZ—gt<2K/ %82 dx = 2K.

Now, if we define

_ |4log(t) + 2log(2log(t)) +1/2
’I"(t) - (t1/4 . K)Jr ’

then we have that

& =& = {vs € [tV2,1),Ya € [K] |ia(s) — pta] < r(t)}.

This is true since, for s € [t'/2,t], our forced exploration in MCPI means that T, (s) > (s*/? — K), > (t'/* — K),. We
now state a useful Lemma which is a consequence of the definition of our simple estimator (5) and the event &;.

Lemma L.2. Define
Ay — A
Ti(v) = min{T eNt:r(T) < W} .

Then, fort > T} (v), we have that

g{ - Bt = {VS S [tl/Q,t],fi's S {$(1)7,ZE(N)}}

Note that event B; implies that all tracking actions (see line 14 Algorithm 2) that are played in rounds s € [t'/2, ¢] will be in
the set
as € {x(), x(1) + L. .. 2Ny, Ty + 1}

We can now present the following Lemma.

Lemma L.3. The total number of tracking actions MCPI will play in rounds s € [tl/ 2 1] before stopping, under event £, is
at most

N 8(t,5/N)
Z A(J) —2r(t))*

Jj=1

Proof. Let us denote n; to be the number of tracking actions in which we have played action j between rounds t1/% and t.
Also let

Nj = min{nI(x) N n$?j)+1}

be the smallest number of tracking actions played by m( ;) or J;( Tt 1.
Now, let s € [t'/2,t]. If we then define

_ T"”*N(S)Tw?j)'*‘l(‘g) A2,
AT, () + Tag, 21 (3) 70
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Then since Tmz«j) (s), szfj)H(s) > Nj;, we have

Therefore, under our event &;,

Zj(s) >

- N.
f(AU) —2r(t)% (57)

Note, by the definition of our stopping time ( see (7) and line 6 of Algorithm 2) and since 3(t,6/N) > ((s,d/N); when
Zj(s) = B(t,6/N)
occurs, we will never play actions mz‘j) or x’(kj) + 1 when tracking again. Hence, from (57), if

N;

1 (Ag) —2r(t)? (58)

holds then we will never play actions a:’(*j)

through j € [N] (i.e. summing over the total number of tracking action we can mae before stopping), we get the restul in
the lemma.

or a:z‘j) + 1 when tracking again. By isolating the /V; values in (58) and summing

O

Now, in rounds s € [1,#] there will at most K v/t forced exploration actions. Hence in rounds s € [t'/2, ¢] there will be at
least (t — 2K /1), tracking actions. We therefore get the following lemma.

Lemma L4. Ift > T1(v) and t > Ty(6) = min {T eNt:T—2KT? >N, (Asfff%} Then

& = 1<t

Now, putting everything together using Lemma 1.4 and Lemma 1.1 gives us the following high probability upper bound for
the stopping time for MCPIL.

Theorem L.5. Lert > max{T}(v),To(0)} then

2eK log(t)
Then, as a consequence of Theorem 1.5
E[r] = Z]P(Tg >t)
t=0
<T@ +Ti+ > Prs>t)
t=T0(8)+T1
> log(t
<T@ +Ti+ Y. 2K Oi( )
t=T0(8)+T1
< To((S) + 11 4 2eK
As required. O
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J. Proof of Theorem 5.7

Now, to prove the asymptotic upper bound on the expectation. Note that the final two terms of the non-asymptotic upper
bound (Theorem 5.6) do not depend on ¢ and hence they will vanish when diving through by log(1/§). Hence, we focus on
studying the first term T (). To do so, define the following, where €5, € > 0 are any small real number.

Ty(es) = min {T eN*:T—2KT? >T(1— 62)}

N

TB(eB)Zmin{TEN+:Z(A(i)—121~(7”))2<ZA12+63}

i=1

We can then write

N
T0(5) S TQ(EQ) +T3(€3) + min {T S N+ : T(l — 62) Z 85(T, 5/N) (Z ALQ + 63) }

i=1 (1)

N
= Ty(e2) + T3(€3) + min {T ENT:T(1—e) >log(1/6) 8?()(;’15//(;;[) (Z Al%) + 63) }

Hence, we have
, E[r] 1 , N
1 < T e Nt :T(1 - e) > 8log(1/9) —
U507 Tog(1/8) = Tog(1/9) m{ SN T e) 2 Slogll/o) (ZA )}
~ 8log(1/d) ZN: 1
~ log(1/6)(1 — €2) — % L

8 i L,
C(I-e) i=1 A%i) ’

However, €5 and €3 were arbitrary hence we can send them to zero €s, €3 — 0 to attain the upper bound. [
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K. Additional Discussion
K.1. Complexity Comparison With Best Arm Identification

In order to compare the complexity of best arm identification and change point identification we construct a simple example
in which there is a unique ’best arm’ (with largest mean) and exactly one change point as follows. Suppose we are in
an environment with K arms (02-Gaussian) with mean rewards (j, jt, . . ., i1, it + A) for some p € R. From (Garivier &
Kaufmann, 2016), the complexity of the best arm identification problem in this environment will asymptotically be of order

o? 1

Now, from our Corollary 4.3 the change point identification problem complexity of order

Ly a:
A2 98\5 )

We no longer have a linear dependence on K in the change point identification problem since we can use our piecewise
constant structure and information from across our action space to confidently locate the change in mean. On the other hand,
in the best arm identification problem, we have to sample each of the individual K arms sufficiently to confidently identify
the arm with the highest mean reward.
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