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Abstract. For an arbitrary nonempty, open set \( \Omega \subset \mathbb{R}^n \), \( n \in \mathbb{N} \), of finite (Euclidean) volume, we consider the minimally defined higher-order Laplacian \( (-\Delta)^m |_{C_0^\infty(\Omega)} \), \( m \in \mathbb{N} \), and its Krein–von Neumann extension \( A_{K,\Omega,m} \) in \( L^2(\Omega) \). With \( N(\lambda, A_{K,\Omega,m}) \), \( \lambda > 0 \), denoting the eigenvalue counting function corresponding to the strictly positive eigenvalues of \( A_{K,\Omega,m} \), we derive the bound
\[
N(\lambda, A_{K,\Omega,m}) \leq (2\pi)^{-n} v_n |\Omega| \left(1 + \left[\frac{2m}{2m+n}\right]\right)^{n/(2m)} \lambda^{n/(2m)}, \quad \lambda > 0,
\]
where \( v_n := \pi^{n/2}/\Gamma((n+2)/2) \) denotes the (Euclidean) volume of the unit ball in \( \mathbb{R}^n \).

The proof relies on variational considerations and exploits the fundamental link between the Krein–von Neumann extension and an underlying (abstract) buckling problem.

1. Introduction

To set the stage, suppose that \( S \) is a densely defined, symmetric, closed operator with nonzero deficiency indices in a separable complex Hilbert space \( \mathcal{H} \) that satisfies
\[
S \geq \varepsilon I_{\mathcal{H}} \quad \text{for some } \varepsilon > 0.
\]
(1.1)

Then, according to M. Krein’s celebrated 1947 paper [35], among all nonnegative self-adjoint extensions of \( S \), there exist two distinguished ones, \( S_F \), the Friedrichs extension of \( S \) and \( S_K \), the Krein–von Neumann extension of \( S \), which are, respectively, the largest and smallest such extension (in the sense of quadratic forms). In particular, a nonnegative self-adjoint operator \( \tilde{S} \) is a self-adjoint extension of \( S \) if and only if \( \tilde{S} \) satisfies
\[
S_K \leq \tilde{S} \leq S_F
\]
(again, in the sense of quadratic forms).

An abstract version of [26, Proposition 1], presented in [6], describing the following intimate connection between the nonzero eigenvalues of \( S_K \), and a suitable abstract buckling problem, can be summarized as follows:

There exists \( 0 \neq \nu_\lambda \in \text{dom}(S_K) \) satisfying \( S_K \nu_\lambda = \lambda \nu_\lambda, \quad \lambda \neq 0 \),
(1.3)
This closure, \( \emptyset \neq \), under the assumption that played by the closure of the minimally defined operator in where the symmetric forms \( a \) and the solutions \( u \) of \( (1.3) \) are in one-to-one correspondence with the solutions \( u_\lambda \) of \( (1.4) \) given by the pair of formulas

\[
    u_\lambda = (S_F)^{-1}S_K v_\lambda, \quad v_\lambda = \lambda^{-1}S u_\lambda.
\]

As briefly recalled in Section 2, (1.4) represents an abstract buckling problem. The latter has been the key in all attempts to date in proving Weyl-type asymptotics when \( S \) represents an elliptic partial differential operator in \( L^2(\Omega) \). In fact, it is convenient to go one step further and replace the abstract buckling eigenvalue problem \( (1.4) \) by the variational formulation,

there exists \( u_\lambda \in \text{dom}(S) \setminus \{0\} \) such that

\[
    a(w, u_\lambda) = \lambda b(w, u_\lambda) \quad \text{for all } w \in \text{dom}(S),
\]

where the symmetric forms \( a \) and \( b \) in \( \mathcal{H} \) are defined by

\[
    a(f, g) := (Sf, Sg)_{\mathcal{H}}, \quad f, g \in \text{dom}(a) := \text{dom}(S),
\]

\[
    b(f, g) := (f, Sg)_{\mathcal{H}}, \quad f, g \in \text{dom}(b) := \text{dom}(S).
\]

In the present context of higher-order Krein Laplacians, the role of \( S \) will be played by the closure of the minimally defined operator in \( L^2(\Omega) \),

\[
    A_{\min, \Omega, m} := (-\Delta)^m, \quad \text{dom}(A_{\min, \Omega, m}) := C_0^\infty(\Omega),
\]

under the assumption that \( \emptyset \neq \Omega \subset \mathbb{R}^n \) has finite (Euclidean) volume (\(|\Omega| < \infty\)). This closure, \( A_{\min, \Omega, m} \), is denoted by \( A_{\Omega, m} \) and explicitly given by

\[
    A_{\Omega, m} = (-\Delta)^m, \quad \text{dom}(A_{\Omega, m}) = \dot{W}^{2m}(\Omega).
\]

The Krein–von Neumann and Friedrichs extensions of \( A_{\Omega, m} \) will then be denoted by \( A_{K, \Omega, m} \) and \( A_{F, \Omega, m} \), respectively. (To provide a quick example, we note that in the special case \( m = n = 1 \) and \( \Omega = (a, b), -\infty < a < b < \infty \), the boundary condition associated with \( A_{K, (a, b), 1} \) explicitly reads \( v'(a) = v'(b) = [v(b) - v(a)]/(b - a) \), and that for \( A_{F, (a, b), 1} \) is of course the Dirichlet boundary condition \( v(a) = v(b) = 0 \).)

Since \( A_{K, \Omega, m} \) has purely discrete spectrum in \((0, \infty)\) bounded away from zero by \( \varepsilon > 0 \) (cf. Theorem 2.4), let \( \{\lambda_{K, \Omega, j}\}_{j \in \mathbb{N}} \subset (0, \infty) \) be the strictly positive eigenvalues of \( A_{K, \Omega, m} \) enumerated in nondecreasing order, counting multiplicity, and let

\[
    N(\lambda, A_{K, \Omega, m}) := \#\{j \in \mathbb{N} \mid 0 < \lambda_{K, \Omega, j} < \lambda\}, \quad \lambda > 0,
\]

be the eigenvalue distribution function for \( A_{K, \Omega, m} \) (which takes into account only strictly positive eigenvalues of \( A_{K, \Omega, m} \)). The function \( N(\cdot, A_{K, \Omega, m}) \) is the principal object of this note. Similarly, \( N(\lambda, A_{F, \Omega, m}), \lambda > 0 \), denotes the eigenvalue counting function for \( A_{F, \Omega, m} \).

In Section 3, we recall the basic abstract facts on the Friedrichs extension, \( S_F \) and the Krein–von Neumann extension \( S_K \) of a strictly positive, closed, symmetric operator \( S \) in a complex, separable Hilbert space \( \mathcal{H} \) and describe the intimate link between the Krein–von Neumann extension and an underlying abstract buckling problem. Section 3 then focuses on the concrete case of higher-order Laplacians \((-\Delta)^m, m \in \mathbb{N}\), on open, finite (Euclidean) volume subsets \( \Omega \subset \mathbb{R}^n \) (without
imposing any constraints on $\Omega$ in the case where $\Omega$ is bounded) and derives the bound

$$N(\lambda, A_{K,\Omega,m}) \leq (2\pi)^{-n}v_n|\Omega|\left\{1 + \frac{2m/(2m+n)}{}\right\}^{n/(2m)}\lambda^{n/(2m)}, \quad \lambda > 0,$$

where $v_n := \pi^{n/2}/(n+2)/2$ denotes the (Euclidean) volume of the unit ball in $\mathbb{R}^n$. We remark that the power law behavior $\lambda^{n/(2m)}$ coincides with the one in the known Weyl asymptotic behavior. This in itself is perhaps not surprising as it is a priori known that

$$N(\lambda, A_{K,\Omega,m}) \leq N(\lambda, A_{F,\Omega,m}), \quad \lambda > 0,$$

and $N(\lambda, A_{F,\Omega,m})$ is known to have the power law behavior $\lambda^{n/(2m)}$ (cf. [1.3], due to [36], which in turn extends the corresponding result in [38] in the case $m = 1$). We emphasize that (1.13) is not in conflict with variational eigenvalue estimates since $N(\lambda, A_{K,\Omega,m})$ only counts the strictly positive eigenvalues of $A_{K,\Omega,m}$ less than $\lambda > 0$ and hence avoids taking into account the (generally, infinite-dimensional) null space of $A_{K,\Omega,m}$. Rather than using known estimates for $N(\lambda, A_{F,\Omega,m})$ (cf., e.g., [11], [12], [13], [14], [15], [16], [20], [21], [29], [30], [39], [33], [38], [42], [46], [47], [48], [49], [50], [51]), we will use the one-to-one correspondence of nonzero eigenvalues of $A_{K,\Omega,m}$ with the eigenvalues of its underlying buckling problem (cf. (1.3)–(1.5)) and estimate the eigenvalue counting function for the latter in Section 3. In our final Section 4 we briefly discuss the superiority of the buckling problem based bound (1.12) over the known estimates for $N(\lambda, A_{F,\Omega,m})$.

Since Weyl asymptotics for $N(\lambda, A_{K,\Omega,m})$ and $N(\lambda, A_{F,\Omega,m})$ are not considered in this paper we just refer to the monographs [37] and [51], but note that very detailed bibliographies on this subject appeared in [5] and [7]. At any rate, the best known result on Weyl asymptotics for $N(\lambda, A_{K,\Omega,m})$ to date is proven for bounded Lipschitz domains [9], whereas the estimate (1.12) assumes no regularity of $\Omega$ at all.

We conclude this introduction by summarizing the notation used in this paper. Throughout this paper, the symbol $\mathcal{H}$ is reserved to denote a separable complex Hilbert space with $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ the scalar product in $\mathcal{H}$ (linear in the second argument), and $I_{\mathcal{H}}$ the identity operator in $\mathcal{H}$. Next, let $T$ be a linear operator mapping (a subspace of) a Banach space into another, with $\text{dom}(T)$ and $\text{ran}(T)$ denoting the domain and range of $T$. The closure of a closable operator $S$ is denoted by $\overline{S}$. The kernel (null space) of $T$ is denoted by $\ker(T)$. The spectrum, point spectrum (i.e., the set of eigenvalues), discrete spectrum, essential spectrum, and resolvent set of a closed linear operator in $\mathcal{H}$ will be denoted by $\sigma(\cdot)$, $\sigma_p(\cdot)$, $\sigma_d(\cdot)$, $\sigma_{ess}(\cdot)$, and $\rho(\cdot)$, respectively. The symbol $s$-lim abbreviates the limit in the strong (i.e., pointwise) operator topology (we also use this symbol to describe strong limits in $\mathcal{H}$).

The Banach spaces of bounded and compact linear operators on $\mathcal{H}$ are denoted by $\mathcal{B}(\mathcal{H})$ and $\mathcal{B}_\infty(\mathcal{H})$, respectively. Similarly, the Schatten–von Neumann (trace) ideals will subsequently be denoted by $\mathcal{B}_p(\mathcal{H})$, $p \in (0, \infty)$. In addition, $U_1 + U_2$ denotes the direct sum of the subspaces $U_1$ and $U_2$ of a Banach space $\mathcal{X}$. Moreover, $\lambda_1 \mapsto \lambda_2$ denotes the continuous embedding of the Banach space $\lambda_1$ into the Banach space $\lambda_2$.

The symbol $L^2(\Omega)$, with $\Omega \subseteq \mathbb{R}^n$ open, $n \in \mathbb{N}$, is a shortcut for $L^2(\Omega, dx)$, whenever the $n$-dimensional Lebesgue measure is understood. For brevity, the identity operator in $L^2(\Omega)$ will typically be denoted by $I_\Omega$. The symbol $\mathcal{D}(\Omega)$ is reserved for the set of test functions $C_0^\infty(\Omega)$ on $\Omega$, equipped with the standard inductive limit.
and \( D'(\Omega) \) represents its dual space, the set of distributions in \( \Omega \). The cardinality of a set \( M \) is abbreviated by \( \#(M) \). In addition, we define \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \), so that \( \mathbb{N}_0^n \) becomes the collection of all multi-indices with \( n \) components. As is customary, for each \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}_0^n \) we denote by \( |\alpha| := \alpha_1 + \cdots + \alpha_n \) the length of \( \alpha \), and set \( \alpha! := \alpha_1! \cdots \alpha_n! \).

Moreover, \( A \approx B \) signifies the existence of a finite constant \( C \geq 1 \), independent of the main parameters entering the quantities \( A, B \), such that \( C^{-1}A \leq B \leq CA \).

Finally, a notational comment: For obvious reasons, which have their roots in quantum mechanical applications, we will, with a slight abuse of notation, dub the \( \epsilon > 0 \) operator \( \tilde{S} \) extension of a strictly positive operator \( S \in H \).

Theorem 2.1. Assume that \( S \) is a densely defined, closed, nonnegative operator in \( \mathcal{H} \). Then, among all nonnegative self-adjoint extensions of \( S \), there exist two distinguished ones, \( S_K \) and \( S_F \), which are, respectively, the smallest and largest such extension (in the sense of (2.3)) and (2.2). Furthermore, a nonnegative self-adjoint operator \( \tilde{S} \) is a self-adjoint extension of \( S \) if and only if \( \tilde{S} \) satisfies

\[
\text{dom}(\tilde{S}) = \text{dom}(S) + (\tilde{S} - I_{\mathcal{H}})^{-1}\text{ker}(S^*) \quad \text{if and only if} \quad \text{dom}(\tilde{S}) = \text{dom}(S) + \text{ker}(S^*). \tag{2.4}
\]

In particular, (2.3) determines \( S_K \) and \( S_F \) uniquely. In addition, if \( S \geq \epsilon I_{\mathcal{H}} \) for some \( \epsilon > 0 \), one has \( S_F \geq \epsilon I_{\mathcal{H}} \), and

\[
\text{dom}(S_F) = \text{dom}(S) + (S_F)^{-1}\text{ker}(S^*), \quad \text{dom}(S_K) = \text{dom}(S) + \text{ker}(S^*), \quad \text{dom}(S^*) = \text{dom}(S) + (S_F)^{-1}\text{ker}(S^*) + \text{ker}(S^*) \tag{2.5, 2.6}
\]
\[ \text{dom}(S_F) = \ker(S^*) \cap \ker(S_F^{1/2}), \quad \text{(2.7)} \]

and
\[ \ker(S_K) = \ker((S_K)^{1/2}) = \ker(S^*) = \text{ran}(S)^\perp. \quad \text{(2.8)} \]

One calls \( S_K \) the \textit{Krein–von Neumann extension} of \( S \) and \( S_F \) the \textit{Friedrichs extension} of \( S \). We also recall that
\[ S_F = S^*|_{\text{dom}(S^*) \cap \text{dom}((S_F)^{1/2})}. \quad \text{(2.9)} \]

Furthermore, if \( S \geq \varepsilon I_H \) then (2.6) implies
\[ \ker(S_K) = \ker((S_K)^{1/2}) = \ker(S^*) = \text{ran}(S)^\perp. \quad \text{(2.10)} \]

For abstract results regarding the parametrization of all nonnegative self-adjoint extensions of a given strictly positive, densely defined, symmetric operator we refer the reader to Krein \[35\], Višik \[53\], Birman \[10\], Grubb \[24, 25\], subsequent expositions due to Alonso and Simon \[4\], Faris \[19, \text{Sect. 15}\], and \[27, \text{Sect. 13.2}\], \[52, \text{Ch. 13}\], and Derkach and Malamud \[18\], Malamud \[40\], see also \[23, \text{Theorem 9.2}\].

\textbf{Hypothesis 2.2.} Suppose that \( S \) is a densely defined, symmetric, closed operator with nonzero deficiency indices in \( H \) that satisfies \( S \geq \varepsilon I_H \) for some \( \varepsilon > 0 \).

For subsequent purposes we note that under Hypothesis 2.2, one has
\[ \dim(\ker(S^* - zI_H)) = \dim(\ker(S^*)), \quad z \in \mathbb{C}\setminus[\varepsilon, \infty). \quad \text{(2.11)} \]

We recall that two self-adjoint extensions \( S_1 \) and \( S_2 \) of \( S \) are called \textit{relatively prime} (or \textit{disjoint}) if \( \text{dom}(S_1) \cap \text{dom}(S_2) = \text{dom}(S) \). The following result will play a role later on (cf., e.g., \[5\] Lemma 2.8 for an elementary proof):

\textbf{Lemma 2.3.} Suppose Hypothesis 2.2. Then the Friedrichs extension \( S_F \) and the Krein–von Neumann extension \( S_K \) of \( S \) are relatively prime, that is,
\[ \text{dom}(S_F) \cap \text{dom}(S_K) = \text{dom}(S). \quad \text{(2.12)} \]

Next, we consider a self-adjoint operator \( T \) in \( H \) which is bounded from below, that is, \( T \geq \alpha I_H \) for some \( \alpha \in \mathbb{R} \). We denote by \( \{E_T(\lambda)\}_{\lambda \in \mathbb{R}} \) the family of strongly right-continuous spectral projections of \( T \), and introduce for \( -\infty \leq a < b \), as usual,
\[ E_T((a, b)) = E_T(b-) - E_T(a) \quad \text{and} \quad E_T(b-) = \lim_{\varepsilon \downarrow 0} E_T(b - \varepsilon). \quad \text{(2.13)} \]

In addition, we set
\[ \mu_{T,j} := \inf \{ \lambda \in \mathbb{R} \mid \dim(\text{ran}(E_T((-\infty, \lambda)))) \geq j \}, \quad j \in \mathbb{N}. \quad \text{(2.14)} \]

Then, for fixed \( k \in \mathbb{N} \), either:
(i) \( \mu_{T,k} \) is the \( k \)th eigenvalue of \( T \) counting multiplicity below the bottom of the essential spectrum, \( \sigma_{\text{ess}}(T) \), of \( T \),
or,
(ii) \( \mu_{T,k} \) is the bottom of the essential spectrum of \( T \),
\[ \mu_{T,k} = \inf \{ \lambda \in \mathbb{R} \mid \lambda \in \sigma_{\text{ess}}(T) \}, \quad \text{(2.15)} \]

and in that case \( \mu_{T,k+\ell} = \mu_{T,k}, \quad \ell \in \mathbb{N} \), and there are at most \( k - 1 \) eigenvalues (counting multiplicity) of \( T \) below \( \mu_{T,k} \).
We now record a basic result of M. Krein [35] with an extension due to Alonso and Simon [4] and some additional results recently derived in [6]. For this purpose we introduce the reduced Krein–von Neumann operator \( \hat{S}_K \) in the Hilbert space \( \hat{H} := (\ker(S^*))^\perp = (\ker(S_K))^\perp \) (2.16) by
\[
\hat{S}_K := P_{(\ker(S_K))^\perp} S_K |(\ker(S_K))^{\perp}, \quad \text{dom}(\hat{S}_K) = \text{dom} S_K \cap \hat{H},
\]
where \( P_{(\ker(S_K))^{\perp}} \) denotes the orthogonal projection onto \( (\ker(S_K))^\perp \). One then obtains
\[
(\hat{S}_K)^{-1} = P_{(\ker(S_K))^\perp} (S_F)^{-1} (\ker(S_K))^{\perp},
\]
a relation due to Krein [35, Theorem 26] (see also [40, Corollary 5]).

**Theorem 2.4.** Suppose Hypothesis 2.2 Then
\[
\varepsilon \leq \mu_{S_F,j} \leq \mu_{S_K,j}, \quad j \in \mathbb{N}.
\]
In particular, if the Friedrichs extension \( S_F \) of \( S \) has purely discrete spectrum, then, except possibly for \( \lambda = 0 \), the Krein–von Neumann extension \( S_K \) of \( S \) also has purely discrete spectrum in \((0, \infty)\), that is,
\[
\sigma_{ess}(S_F) = \emptyset \quad \text{implies} \quad \sigma_{ess}(S_K) \subseteq \{0\}.
\]
In addition, if \( p \in (0, \infty] \), then \((S_F - z_0 I_H)^{-1} \in B_p(H) \) for some \( z_0 \in \mathbb{C} \setminus [\varepsilon, \infty) \) implies
\[
(S_K - z I_H)^{-1} |(\ker(S_K))^\perp \in B_p(\hat{H}) \quad \text{for all} \quad z \in \mathbb{C} \setminus [\varepsilon, \infty).
\]
In fact, the \( \ell^p(\mathbb{N}) \)-based trace ideal \( B_p(H) \) (resp., \( B_p(\hat{H}) \)) of \( B(H) \) (resp., \( B(\hat{H}) \)) can be replaced by any two-sided symmetrically normed ideal of \( B(H) \) (resp., \( B(\hat{H}) \)).

We note that (2.20) is a classical result of Krein [35]. Apparently, (2.19) in the context of infinite deficiency indices was first proven by Alonso and Simon [4] by a somewhat different method. Relation (2.21) was proved in [6].

Assuming that \( S_F \) has purely discrete spectrum, let \( \{\lambda_{K,j}\}_{j \in \mathbb{N}} \subset (0, \infty) \) be the strictly positive eigenvalues of \( S_K \) enumerated in nondecreasing order, counting multiplicity, and let
\[
N(\lambda, S_K) := \# \{ j \in \mathbb{N} \mid 0 < \lambda_{K,j} < \lambda \}, \quad \lambda > 0,
\]
be the eigenvalue distribution function for \( S_K \). Similarly, let \( \{\lambda_{F,j}\}_{j \in \mathbb{N}} \subset (0, \infty) \) denote the eigenvalues of \( S_F \), again enumerated in nondecreasing order, counting multiplicity, and by
\[
N(\lambda, S_F) := \# \{ j \in \mathbb{N} \mid \lambda_{F,j} < \lambda \}, \quad \lambda > 0,
\]
the corresponding eigenvalue counting function for \( S_F \). Then inequality (2.19) implies
\[
N(\lambda, S_K) \leq N(\lambda, S_F), \quad \lambda > 0.
\]
In particular, any estimate for the eigenvalue counting function for the Friedrichs extension \( S_F \), in turn, yields one for the Krein–von Neumann extension \( S_K \) (focusing on strictly positive eigenvalues of \( S_K \) according to (2.22)). While this is a viable approach to estimate the eigenvalue counting function (2.22) for \( S_K \), we will proceed along a different route in Section 3 and directly exploit the one-to-one correspondence between strictly positive eigenvalues of \( S_K \) and the eigenvalues of its underlying abstract buckling problem to be described next.
To describe the abstract buckling problem naturally associated with the Krein–von Neumann extension as described in [6], we start by introducing an abstract version of [26, Proposition 1] (see [6] for a proof):

**Lemma 2.5.** Assume Hypothesis 2.2 and let \( \lambda \in \mathbb{C} \setminus \{0\} \). Then there exists some \( f \in \text{dom}(S_K) \setminus \{0\} \) with

\[
S_K f = \lambda f
\]  

(2.25)

if and only if there exists \( w \in \text{dom}(S^* S) \setminus \{0\} \) such that

\[
S^* S w = \lambda S w.
\]  

(2.26)

In fact, the solutions \( f \) of (2.25) are in one-to-one correspondence with the solutions \( w \) of (2.26) as evidenced by the formulas

\[
w = (S_F)^{-1} S_K f,
\]  

(2.27)

\[
f = \lambda^{-1} S w.
\]  

(2.28)

Of course, since \( S_K \geq \varepsilon I_H \) from Hypothesis 2.2 implies that \( a \) is bounded from below, that is,

\[
a(f, f) \geq \varepsilon^2 \| f \|^2_H, \quad f \in \text{dom}(S).
\]  

(2.31)

(The inequality (2.31) follows based on the assumption \( S \geq \varepsilon I_H \) by estimating \((Sf, Sg)_H = (\| S - \varepsilon I_H \| f, \| S - \varepsilon I_H \| g)_H \) from below.)

Thus, one can introduce the Hilbert space

\[
W := \left( \text{dom}(S), (\cdot, \cdot)_W \right),
\]  

(2.32)

with associated scalar product

\[
(f, g)_W := a(f, g) = (Sf, Sg)_H, \quad f, g \in \text{dom}(S).
\]  

(2.33)

In addition, we note that \( \iota_W : W \hookrightarrow H \), the embedding operator of \( W \) into \( H \), is continuous due to \( S \geq \varepsilon I_H \). Hence, precise notation would be using

\[
(w_1, w_2)_W = \iota_W w_1, \iota_W w_2 = (S \iota_W w_1, S \iota_W w_2)_H, \quad w_1, w_2 \in W,
\]  

(2.34)

but in the interest of simplicity of notation we will omit the embedding operator \( \iota_W \) in the following.
With the sesquilinear forms $a$ and $b$ and the Hilbert space $\mathcal{W}$ as above, given $w_2 \in \mathcal{W}$, the map $\mathcal{W} \ni w_1 \mapsto (w_1, Sw_2)_{\mathcal{H}} \in \mathbb{C}$ is continuous. This allows us to define the operator $Tw_2$ as the unique element in $\mathcal{W}$ such that
\[(w_1, Tw_2)_{\mathcal{W}} = (w_1, Sw_2)_{\mathcal{H}} \text{ for all } w_1 \in \mathcal{W}.\] (2.35)
This implies
\[a(w_1, Tw_2) = (w_1, T^*w_2)_{\mathcal{W}} = (w_1, Sw_2)_{\mathcal{H}} = b(w_1, w_2)\] for all $w_1, w_2 \in \mathcal{W}$. In addition, the operator $T$ satisfies
\[0 \leq T = T^* \in \mathcal{B}(\mathcal{W}) \text{ and } \|T\|_{\mathcal{B}(\mathcal{W})} \leq \varepsilon^{-1}.\] (2.37)
We will call $T$ the \textit{abstract buckling problem operator} associated with the Krein–von Neumann extension $S_K$ of $S$.

Next, recalling the notation $\hat{\mathcal{H}} = (\ker(S^*))^\perp$ (cf. (2.16)), we introduce the operator
\[\hat{\mathcal{S}} : \mathcal{W} \rightarrow \hat{\mathcal{H}}, \quad w \mapsto Sw.\] (2.38)
Clearly, $\text{ran}(\hat{\mathcal{S}}) = \text{ran}(S)$ and since $S \supset \varepsilon I_{\mathcal{H}}$ for some $\varepsilon > 0$ and $S$ is closed in $\mathcal{H}$, $\text{ran}(S)$ is also closed, and hence coincides with $(\ker(S^*))^\perp$. This yields
\[\text{ran}(\hat{\mathcal{S}}) = \text{ran}(S) = \hat{\mathcal{H}}.\] (2.39)
In fact, it follows that $\hat{\mathcal{S}} \in \mathcal{B}(\mathcal{W}, \hat{\mathcal{H}})$ maps $\mathcal{W}$ unitarily onto $\hat{\mathcal{H}}$ (cf. [4]).

Continuing, we briefly recall the polar decomposition of $S$,
\[S = U_S|S|,\] (2.40)
where, with $\varepsilon > 0$ as in Hypothesis 2.2
\[|S| = (S^*S)^{1/2} \geq \varepsilon I_{\mathcal{H}} \quad \text{and} \quad U_S \in \mathcal{B}(\mathcal{H}, \hat{\mathcal{H}}) \text{ unitary}.\] (2.41)

Then the principal unitary equivalence result proved in [6] reads as follows:

\textbf{Theorem 2.6.} Assume Hypothesis 2.2. Then the inverse of the reduced Krein–von Neumann extension $\hat{S}_K$ in $\hat{\mathcal{H}}$ and the abstract buckling problem operator $T$ in $\mathcal{W}$ are unitarily equivalent. Specifically,
\[(\hat{S}_K)^{-1} = \hat{S}T(\hat{S})^{-1}.\] (2.42)
In particular, the nonzero eigenvalues of $S_K$ are reciprocals of the eigenvalues of $T$. Moreover, one has
\[(\hat{S}_K)^{-1} = U_S[|S|^{-1}S|S|^{-1}](U_S)^{-1},\] (2.43)
where $U_S \in \mathcal{B}(\mathcal{H}, \hat{\mathcal{H}})$ is the unitary operator in the polar decomposition (2.40) of $S$ and the operator $|S|^{-1}S|S|^{-1} \in \mathcal{B}(\mathcal{H})$ is self-adjoint and strictly positive in $\mathcal{H}$.

We emphasize that the unitary equivalence in (2.42) is independent of any spectral assumptions on $S_K$ (such as the spectrum of $S_K$ consists of eigenvalues only) and applies to the restrictions of $S_K$ to its pure point, absolutely continuous, and singularly continuous spectral subspaces, respectively.

Equation (2.43) is motivated by rewriting the abstract linear pencil buckling eigenvalue problem (2.26) $S^*Sw = \lambda Sw$, $\lambda \in \mathbb{C}\setminus\{0\}$, in the form
\[|S|^{-1}Sw = (S^*S)^{-1/2}Sw = \lambda^{-1}(S^*S)^{1/2}w = \lambda^{-1}|S|w\] (2.44)
and hence in the form of a standard eigenvalue problem
\[|S|^{-1}S|S|^{-1}v = \lambda^{-1}v, \quad \lambda \in \mathbb{C}\setminus\{0\}, \quad v := |S|w.\] (2.45)
Again, self-adjointness and strict positivity of $|S|^{-1}S|S|^{-1}$ imply $\lambda \in (0, \infty)$.

We conclude this section with an elementary result recently noted in [9] that relates the nonzero eigenvalues of $S_K$ directly with the sesquilinear forms $a$ and $b$:

**Lemma 2.7.** Assume Hypothesis 2.2 and introduce

$$\sigma_p(a, b) := \{ \lambda \in \mathbb{C} \mid \text{there exists } g_\lambda \in \text{dom}(S) \setminus \{0\} \text{ such that } a(f, g_\lambda) = \lambda b(f, g_\lambda), \ f \in \text{dom}(S) \}. \quad (2.46)$$

Then

$$\sigma_p(a, b) = \sigma_p(S_K) \setminus \{0\} \quad (2.47)$$

(counting multiplicity), in particular, $\sigma_p(a, b) \subset (0, \infty)$, and $g_\lambda \in \text{dom}(S) \setminus \{0\}$ in (2.46) actually satisfies

$$g_\lambda \in \text{dom}(S^*S), \quad S^*Sg_\lambda = \lambda Sg_\lambda. \quad (2.48)$$

In addition,

$$\lambda \in \sigma_p(a, b) \text{ if and only if } \lambda^{-1} \in \sigma_p(T) \quad (2.49)$$

(counting multiplicity). Finally,

$$T \in \mathcal{B}_\infty(W) \iff (\hat{S}_K)^{-1} \in \mathcal{B}_\infty(H) \iff \sigma_{ess}(S_K) \subseteq \{0\}, \quad (2.50)$$

and hence,

$$\sigma_p(a, b) = \sigma(S_K) \setminus \{0\} = \sigma_d(S_K) \setminus \{0\} \quad (2.51)$$

if (2.50) holds. In particular, if one of $S_F$ or $|S|$ has purely discrete spectrum (i.e., $\sigma_{ess}(S_F) = \emptyset$ or $\sigma_{ess}(|S|) = \emptyset$), then (2.50) and (2.51) hold.

**Proof.** We begin by noting that (2.31) and the fact that $b(f, f) \geq \varepsilon \|f\|^2_H$ imply $\sigma_p(a, b) \subset (0, \infty)$. Moreover, using the fact that the self-adjoint operator in $H$ uniquely associated with the form $a$ is given by $S^*S$ (cf. [31] Example VI.2.13)), and that $a(f, g_\lambda) = \lambda b(f, g_\lambda) = \lambda(Sg_\lambda)_H, \ f \in \text{dom}(a) = \text{dom}(S)$, the first representation theorem for quadratic forms (cf. [31] Theorem VI.2.1 (iii)) implies (2.48). An application of Lemma 2.5 then yields (2.47). Relation (2.49) then follows from (2.47) and (2.42). The first equivalence in (2.50) again is a consequence of (2.42) and the fact that $\hat{S}$ maps $W$ unitarily onto $H$; the second equivalence in (2.50) follows from (2.17). The final claim in Lemma 2.7 involving discrete spectra of $S_F$ or $|S|$ is a consequence of (2.20) or (2.43) and the equivalence statements in (2.50). \qed

One notices that $f \in \text{dom}(S)$ in the definition (2.46) of $\sigma_p(a, b)$ can be replaced by $f \in C(S)$ for any (operator) core $C(S)$ for $S$ (equivalently, by any form core for the form $a$).

3. An Upper Bound for the Eigenvalue Counting Function for Higher-Order Krein Laplacians on Finite Volume Domains

In this section we derive an upper bound for the eigenvalue counting function for higher-order Krein Laplacians on open, nonempty domains $\Omega \subset \mathbb{R}^n$ of finite (Euclidean) volume. In particular, no assumptions on the boundary of $\Omega$ will be made.

Before introducing the class of constant coefficient partial differential operators in $L^2(\Omega)$ at hand, we recall a few auxiliary facts to be used in the proof of Theorem 3.10.
Lemma 3.1. Suppose that $S$ is a densely defined, symmetric, closed operator in $\mathcal{H}$. Then $|S|$ and hence $S$ is infinitesimally bounded with respect to $S^*S$, more precisely, one has
\[\text{for all } \varepsilon > 0, \quad \|Sf\|_{\mathcal{B}(\mathcal{H})} = \|S|f\|_{\mathcal{B}(\mathcal{H})} \leq \varepsilon \|S^*Sf\|^2_{\mathcal{H}} + (4\varepsilon)^{-1}\|f\|^2_{\mathcal{H}}, \quad f \in \text{dom}(S^*S). \quad (3.1)\]

In addition, $S$ is relatively compact with respect to $S^*S$ if $|S|$, or equivalently, $S^*S$, has compact resolvent. In particular,
\[\sigma_{ess}(S^*S - \lambda S) = \sigma_{ess}(S^*S), \quad \lambda \in \mathbb{R}. \quad (3.2)\]

Proof. Employing the polar decomposition of $S$, $S = U_S |S|$, where $U_S$ is a partial isometry and $|S| = (S^*S)^{1/2}$ (cf. [31, Sect. VI.2.7]), one obtains
\[\|Sf\|_{\mathcal{B}(\mathcal{H})} = \|S|f\|_{\mathcal{B}(\mathcal{H})}, \quad f \in \text{dom}(S) = \text{dom}(|S|), \quad (3.3)\]

and hence the spectral theorem applied to $|S|$, together with the elementary inequality $\lambda \leq \varepsilon \lambda^2 + (4\varepsilon)^{-1}, \varepsilon > 0, \lambda \geq 0$, proves inequality (3.1).

The relative compactness assertion then follows from
\[S(S^*S + I_{\mathcal{H}})^{-1} = \left[ S(|S|^2 + I_{\mathcal{H}})^{-1/2} \right] (|S|^2 + I_{\mathcal{H}})^{-1/2} \in \mathcal{B}_{\infty}(\mathcal{H}), \quad (3.4)\]

since $S(|S|^2 + I_{\mathcal{H}})^{-1/2} \in \mathcal{B}(\mathcal{H})$ and $(|S|^2 + I_{\mathcal{H}})^{-1/2} \in \mathcal{B}_{\infty}(\mathcal{H})$. \qed

Given a lower semibounded, self-adjoint operator $T \geq c_T I_{\mathcal{H}}$ in $\mathcal{H}$, we denote by $q_T$ its uniquely associated form, that is,
\[q_T(f, g) = \langle |T|^{1/2} f, \text{sgn}(T)|T|^{1/2} g \rangle_{\mathcal{H}}, \quad f, g \in \text{dom}(q) = \text{dom}(|T|^{1/2}), \quad (3.5)\]

and by $\{E_T(\lambda)\}_{\lambda \in \mathbb{R}}$ the family of spectral projections of $T$. We recall the following well-known variational characterization of dimensions of spectral projections $E_T([c_T, \mu])$, $\mu > c_T$.

Lemma 3.2. Assume that $c_T I_{\mathcal{H}} \leq T$ is self-adjoint in $\mathcal{H}$ and $\mu > c_T$. Suppose that $\mathcal{F} \subset \text{dom}(|T|^{1/2})$ is a linear subspace such that
\[q_T(f, f) < \mu \|f\|^2_{\mathcal{H}}, \quad f \in \mathcal{F} \setminus \{0\}. \quad (3.6)\]

Then,
\[\dim \left( \text{ran}(E_T([c_T, \mu])) \right) = \sup_{\mathcal{F} \subset \text{dom}(|T|^{1/2})} \left( \dim(\mathcal{F}) \right). \quad (3.7)\]

We add the following elementary observation: Let $c \in \mathbb{R}$ and $B \geq c I_{\mathcal{H}}$ be a self-adjoint operator in $\mathcal{H}$, and introduce the sesquilinear form $b$ in $\mathcal{H}$ associated with $B$ via
\[b(u, v) = \langle (B - c I_{\mathcal{H}})^{1/2} u, (B - c I_{\mathcal{H}})^{1/2} v \rangle_{\mathcal{H}} + c(u, v)_{\mathcal{H}}, \quad u, v \in \text{dom}(b) = \text{dom}(|B|^{1/2}). \quad (3.8)\]

Given $B$ and $b$, one introduces the Hilbert space $\mathcal{H}_b \subseteq \mathcal{H}$ by
\[\mathcal{H}_b = \left\{ \text{dom}(|B|^{1/2}), (\cdot, \cdot)_{\mathcal{H}_b} \right\}, \quad (u, v)_{\mathcal{H}_b} = b(u, v) + (1 - c)(u, v)_{\mathcal{H}} \quad (3.9)\]

\[= \langle (B - c I_{\mathcal{H}})^{1/2} u, (B - c I_{\mathcal{H}})^{1/2} v \rangle_{\mathcal{H}} + (u, v)_{\mathcal{H}} \]

\[= \langle (B + (1 - c) I_{\mathcal{H}})^{1/2} u, (B + (1 - c) I_{\mathcal{H}})^{1/2} v \rangle_{\mathcal{H}}. \]
One observes that

$$(B + (1 - c)I_{H})^{1/2} : H_b \rightarrow H$$ is unitary. \hspace{1cm} (3.10)

**Lemma 3.3** (see, e.g., [22]). Let $H$, $B$, $b$, and $H_b$ be as in (3.8)–(3.10). Then $B$ has purely discrete spectrum, that is, $\sigma_{\text{ess}}(B) = \emptyset$, if and only if $H_b$ embeds compactly into $H$.

Next we turn to higher-order Laplacians $(-\Delta)^m$ in $L^2(\Omega)$ and hence introduce the following assumptions on $\Omega \subset \mathbb{R}^n$, $n \in \mathbb{N}$.

**Hypothesis 3.4.** Let $n \in \mathbb{N}$ and assume that $\emptyset \neq \Omega \subset \mathbb{R}^n$ is an open set of finite (Euclidean) volume (denoted by $|\Omega| < \infty$).

The above hypothesis is going to be relevant for the validity of the compact embedding of $\dot{W}^1(\Omega)$ into $L^2(\Omega)$. Necessary and sufficient conditions for this compact embedding to hold in terms of appropriate capacities can be found, for instance, in [2], [3, Ch. 6], [41, Ch. 6]. Since we seek such an embedding for finite-volume domains, and the precise statement appears to be difficult to discern from the existing literature on this subject, we decided to spell out the details for the convenience of the reader. In fact, for completeness, we will discuss a more general result in connection with $L^p$-based Sobolev spaces which we introduce next.

Suppose that $\emptyset \neq \Omega \subset \mathbb{R}^n$ is open and, for each $p \in [1, \infty]$ and $k \in \mathbb{N}$, define

$$W^{k,p}(\Omega) := \left\{ u \in L^1_{\text{loc}}(\Omega) \mid \partial^\alpha u \in L^p(\Omega) \text{ if } 0 \leq |\alpha| \leq k \right\}, \hspace{1cm} (3.11)$$

where the derivatives are taken in the sense of distributions. This becomes a Banach space when endowed with the natural norm,

$$\|u\|_{W^{k,p}(\Omega)} := \sum_{0 \leq |\alpha| \leq k} \|\partial^\alpha u\|_{L^p(\Omega)} \hspace{1cm} (3.12)$$

(see also (3.42), but for the purpose at hand we now prefer to use (3.12)). In the same setting we also consider the closed linear subspace $\dot{W}^{k,p}(\Omega)$ of $W^{k,p}(\Omega)$ given by

$$\dot{W}^{k,p}(\Omega) := C^\infty_0(\Omega)^{W^{k,p}(\Omega)}. \hspace{1cm} (3.13)$$

A useful observation, seen directly from definitions, is that whenever $\alpha \in \mathbb{N}^n_0$ is such that $|\alpha| \leq k - 1$ then

$$\partial^\alpha : \dot{W}^{k,p}(\Omega) \rightarrow W^{k-|\alpha|,p}(\Omega)$$ is a well-defined, linear, and bounded operator, with norm $\leq 1$. \hspace{1cm} (3.14)

Our goal is to prove the following compact embedding result.

**Theorem 3.5.** Assume Hypothesis 3.4 and pick $p \in [1, \infty]$. Let $p_*$ be an arbitrary number in $[1, \infty)$ if $p \geq n$, and suppose that $p_* \in \left[1, \frac{np}{n-p}\right)$ if $1 \leq p < n$. Then

$$\dot{W}^{1,p}(\Omega) \hookrightarrow L^{p_*}(\Omega) \text{ compactly.} \hspace{1cm} (3.15)$$

**Proof.** To start the proof, we note that since $\Omega$ has finite measure, the scale of Lebesgue spaces in $\Omega$ is nested. Specifically, Hölder’s inequality implies

$$L^{q_1}(\Omega) \hookrightarrow L^{q_2}(\Omega) \text{ continuously if } 0 < q_2 \leq q_1 \leq \infty. \hspace{1cm} (3.16)$$

We continue by recalling a useful result from [17]. Given any $p_1 \in (1, \infty]$ and $p_2 \in [1, \infty)$, define the space

$$E^{p_1,p_2}(\Omega) := \left\{ u \in L^{p_1}(\Omega) \mid \partial^j u \in L^{p_2}(\Omega) \text{ for } 1 \leq j \leq n \right\}, \hspace{1cm} (3.17)$$
and equip it with the natural norm
\[ \|u\|_{E^{p_1,p_2}(\Omega)} := \|u\|_{L^{p_1}(\Omega)} + \sum_{j=1}^{n} \|\partial_j u\|_{L^{p_2}(\Omega)}. \] (3.18)

Then a particular version of [17, Theorem 2.2, p. 27] implies that under the current assumptions on \( \Omega \),
\[ E^{p_1,p_2}(\Omega) \hookrightarrow L^{p_3}(\Omega) \text{ compactly, for each } p_3 \in [1,p_1). \] (3.19)

Next, we denote by \( \tilde{\ } \) the operator of extension by zero of functions defined in \( \Omega \) to the entire Euclidean space \( \mathbb{R}^n \). Since for every \( \varphi \in C_0^\infty(\Omega) \) we have that \( \tilde{\varphi} \in C_0^\infty(\mathbb{R}^n) \subset W^{1,p}(\mathbb{R}^n) \) and \( \|\tilde{\varphi}\|_{W^{1,p}(\mathbb{R}^n)} = \|\varphi\|_{W^{1,p}(\Omega)} \), it follows from (3.13) that \( \tilde{\ } \) induces a mapping
\[ \tilde{W}^{1,p}(\Omega) \ni u \mapsto \tilde{u} \in W^{1,p}(\mathbb{R}^n) \text{ which is a linear isometry.} \] (3.20)

Bearing this in mind, in the case when \( 1 \leq p < n \), for each \( u \in \tilde{W}^{1,p}(\Omega) \) we may use the classical Sobolev embedding theorem (in \( \mathbb{R}^n \)) in order to estimate
\[ \|u\|_{L^{n/p}(\Omega)} = \|\tilde{u}\|_{L^{n/p}(\mathbb{R}^n)} \leq C_{n,p}\|\tilde{u}\|_{W^{1,p}(\mathbb{R}^n)} = C_{n,p}\|u\|_{W^{1,p}(\Omega)}, \] (3.21)
for some finite constant \( C_{n,p} > 0 \). This proves that
\[ \tilde{W}^{1,p}(\Omega) \hookrightarrow L^{n/p}(\Omega) \text{ continuously, if } 1 \leq p < n. \] (3.22)

We divide the remaining portion of the proof into two cases.

**Case 1:** We claim that (3.15) holds when \( 1 \leq p < n \) and \( p_* \in [1, \frac{np}{n-p}] \). In this scenario, pick \( p_1 \in (p_*, \frac{np}{n-p}) \) and \( p_2 \in [1,p] \). This choice entails
\[ E^{p_1,p_2}(\Omega) \hookrightarrow L^{p_3}(\Omega) \text{ compactly,} \] (3.23)
by (3.19), and
\[ \tilde{W}^{1,p}(\Omega) \hookrightarrow E^{p_1,p_2}(\Omega) \text{ continuously,} \] (3.24)
by (3.22) and (suitable applications of) (3.16). Collectively, (3.23) and (3.24) yield (3.15) in this case.

**Case 2:** We claim that (3.15) holds when \( n \leq p \leq \infty \) and \( p_* \in [1,\infty) \). To justify this claim, pick an arbitrary \( q \in [1,n) \). In particular, \( q < p \), so (3.16) yields that
\[ \tilde{W}^{1,p}(\Omega) \hookrightarrow \tilde{W}^{1,q}(\Omega) \text{ continuously.} \] (3.25)

On the other hand, by what has already proved in Case 1,
\[ \tilde{W}^{1,q}(\Omega) \hookrightarrow L^{p_*}(\Omega) \text{ compactly, for each } q_* \in [1,\frac{nq}{n-q}). \] (3.26)
Combining (3.25) with (3.26) and observing that \( \frac{nq}{n-q} \nearrow \infty \) as \( q \nearrow n \), one ultimately deduces that (3.15) holds in this case as well. \( \square \)

Theorem 3.5 has two notable consequences, recorded below. The first such corollary deals with the following compactness result.

**Corollary 3.6.** Assume Hypothesis 3.4. Then for each \( k \in \mathbb{N} \) and \( p \in [1,\infty) \), it follows that
\[ \tilde{W}^{k,p}(\Omega) \hookrightarrow L^p(\Omega) \text{ compactly.} \] (3.27)

**Proof.** This is an immediate consequence of Theorem 3.5 keeping in mind that \( \tilde{W}^{k,p}(\Omega) \hookrightarrow \tilde{W}^{1,p}(\Omega) \text{ continuously and that } p < \frac{np}{n-p} \text{ when } 1 \leq p < n. \) \( \square \)
The second corollary of Theorem 3.5 alluded to earlier deals with a Poincaré-type inequality.

**Corollary 3.7.** Assume Hypothesis 3.4. Then for each \( k \in \mathbb{N} \) and \( p \in [1, \infty) \), there exists a constant \( C \in (0, \infty) \) with the property that the following Poincaré-type inequality holds:

\[
\sum_{0 \leq |\beta| \leq k-1} \| \partial^\beta u \|_{L^p(\Omega)} \leq C \sum_{|\alpha|=k} \| \partial^\alpha u \|_{L^p(\Omega)}, \quad u \in \dot{W}^{k,p}(\Omega). \tag{3.28}
\]

**Proof.** We shall prove (3.28) by induction on \( k \in \mathbb{N} \).

**Step 1:** We claim that (3.28) holds when \( k = 1 \), that is, there exists \( C \in (0, \infty) \) such that

\[
\| u \|_{L^p(\Omega)} \leq C \| \nabla u \|_{[L^p(\Omega)]^n}, \quad u \in \dot{W}^{1,p}(\Omega). \tag{3.29}
\]

Seeking a contradiction, assume that there exists a sequence \( \{u_j\}_{j \in \mathbb{N}} \subset \dot{W}^{1,p}(\Omega) \) with the property that

\[
\| u_j \|_{L^p(\Omega)} > j \| \nabla u_j \|_{[L^p(\Omega)]^n}, \quad j \in \mathbb{N}. \tag{3.30}
\]

For each \( j \in \mathbb{N} \) define

\[
v_j := \frac{u_j}{\| u_j \|_{L^p(\Omega)}} \in \dot{W}^{1,p}(\Omega). \tag{3.31}
\]

Note that

\[
\| v_j \|_{L^p(\Omega)} = 1 \quad \text{for every} \quad j \in \mathbb{N}, \tag{3.32}
\]

and \( \nabla v_j = \nabla u_j / \| u_j \|_{L^p(\Omega)} \) which, in light of (3.30), implies

\[
\| \nabla v_j \|_{L^p(\Omega)} = \frac{\| \nabla u_j \|_{L^p(\Omega)}}{\| u_j \|_{L^p(\Omega)}} < j^{-1} \quad \text{for every} \quad j \in \mathbb{N}. \tag{3.33}
\]

From (3.31)–(3.33) it follows that \( \{v_j\}_{j \in \mathbb{N}} \) is a bounded sequence in \( \dot{W}^{1,p}(\Omega) \).

Granted this fact, Corollary 3.6 applies and yields the existence of a strictly increasing sequence \( \{j_\ell\}_{\ell \in \mathbb{N}} \subset \mathbb{N} \) along with some function \( v \in L^p(\Omega) \) with the property that

\[
v_{j_\ell} \xrightarrow{\ell \to \infty} v \quad \text{in} \quad L^p(\Omega). \tag{3.34}
\]

As a consequence of this and (3.32) we deduce that

\[
\| v \|_{L^p(\Omega)} = 1. \tag{3.35}
\]

Next, we recall that tilde denotes the operator of extension by zero of functions defined in \( \Omega \) to the entire Euclidean space \( \mathbb{R}^n \). In particular, in the sense of distributions,

\[
\partial_m \tilde{w} = \partial_m w \quad \text{for each} \quad w \in \dot{W}^{1,p}(\Omega) \quad \text{and} \quad m \in \{1, \ldots, n\}. \tag{3.36}
\]

Note that \( \tilde{v}_j \in W^{1,p}(\mathbb{R}^n) \) for each \( j \in \mathbb{N} \), \( \tilde{v} \in L^p(\mathbb{R}^n) \), and \( \tilde{v}_{j_\ell} \to \tilde{v} \) in \( L^p(\mathbb{R}^n) \) as \( \ell \to \infty \). As such, for each test function \( \phi \in C_0^\infty(\mathbb{R}^n) \) and each \( m \in \{1, \ldots, n\} \) we may write

\[
|\mathcal{D}(\mathbb{R}^n) \langle \partial_m \tilde{v}, \phi \rangle_{\mathcal{D}'(\mathbb{R}^n)}| = |\mathcal{D}(\mathbb{R}^n) \langle \tilde{v}, \partial_m \phi \rangle_{\mathcal{D}'(\mathbb{R}^n)}| = \left| \int_{\mathbb{R}^n} \tilde{v}(x)(\partial_m \phi)(x) \, dx \right|
\]

\[
= \left| \lim_{\ell \to \infty} \int_{\mathbb{R}^n} \tilde{v}_{j_\ell}(x)(\partial_m \phi)(x) \, dx \right| = \left| \lim_{\ell \to \infty} \int_{\mathbb{R}^n} (\partial_m v_{j_\ell})(x) \phi(x) \, dx \right|
\]
3.4, Corollary 3.7 then implies the Poincaré-type inequality with (3.36), Hölder’s inequality (with \(c\) constant), \(n\) necessarily, and \(D\) by (3.36). Here, and elsewhere, \(\mathcal{D}(\Omega)\) is the standard distributional pairing, with \(\mathcal{D}(\Omega) := C_0^{\infty}(\Omega)\) equipped with the usual inductive limit topology.

In turn, the estimate (3.37) proves (cf., e.g., [45, Ch. 2]) that there exists a constant \(c \in \mathbb{R}\) such that \(\bar{v} = c\) a.e. in \(\mathbb{R}^n\). In fact, from (3.35) we see that, necessarily, \(\bar{v} = |\Omega|^{-1/p}\) a.e. in \(\mathbb{R}^n\), which then contradicts the fact that \(\bar{v} = 0\) in \(\mathbb{R}^n \setminus \Omega\), given that \(|\mathbb{R}^n \setminus \Omega| = \infty\). This contradiction establishes (3.29) and finishes the proof of Step 1.

**Step 2:** We claim that if (3.28) holds for some \(k \in \mathbb{N}\), then its version written for \(k+1\) in place of \(k\) is also true. To see that this is the case, assume that \(k\) is as above and pick an arbitrary \(u \in \dot{W}^{k+1,p}(\Omega)\). Since for each \(j \in \{1, \ldots, n\}\), (3.14) implies that \(\partial_j u \in \dot{W}^k,p(\Omega)\), with \(\|\partial_j u\|_{\dot{W}^k,p(\Omega)} \leq \|u\|_{\dot{W}^{k+1,p}(\Omega)}\), the induction hypothesis guarantees the existence of some \(C \in (0, \infty)\) independent of \(u\) such that
\[
\sum_{0 \leq |\beta| \leq k-1} \|\partial^\beta (\partial_j u)\|_{L^p(\Omega)} \leq C \sum_{|\alpha| = k} \|\partial^\alpha (\partial_j u)\|_{L^p(\Omega)}.
\] (3.38)

Summing over \(j \in \{1, \ldots, n\}\) and adjusting notation then yields
\[
\sum_{1 \leq |\gamma| \leq k} \|\partial^\gamma u\|_{L^p(\Omega)} \leq C \sum_{|\alpha| = k+1} \|\partial^\alpha u\|_{L^p(\Omega)},
\] (3.39)
for a possibly different constant \(C \in (0, \infty)\) which is nonetheless independent of \(u\). Together with (3.29), this proves that
\[
\sum_{0 \leq |\gamma| \leq k} \|\partial^\gamma u\|_{L^p(\Omega)} \leq C \sum_{|\alpha| = k+1} \|\partial^\alpha u\|_{L^p(\Omega)}, \quad u \in \dot{W}^{k+1,p}(\Omega).
\] (3.40)

This completes the treatment of Step 2 and hence finishes the proof. \(\square\)

In the remainder of the paper we are going to concern ourselves exclusively with the \(L^2\)-based Sobolev space \(W^{k,2}(\Omega)\). As such, we agree to drop the dependence on the integrability exponent and simply write \(W^k(\Omega)\). Hence,
\[
W^k(\Omega) = \{ u \in L^1_{\text{loc}}(\Omega) \mid \partial^\alpha u \in L^2(\Omega) \text{ if } 0 \leq |\alpha| \leq k\}, \quad k \in \mathbb{N}_0,
\] (3.41)
with \(\alpha \in \mathbb{N}_0^n\) and \(\partial^\alpha u\) denoting weak derivatives of \(u\). The space \(W^k(\Omega)\) is endowed with the norm
\[
\|u\|_{k,\Omega} = \sum_{0 \leq |\alpha| \leq k} \|\partial^\alpha u\|_{L^2(\Omega)}, \quad u \in W^k(\Omega).
\] (3.42)

In addition, define
\[
\dot{W}^k(\Omega) = C_0^{\infty}(\Omega)^{W^k(\Omega)}, \quad k \in \mathbb{N}_0,
\] (3.43)
and note that \(\dot{W}^k(\Omega)\) is a closed linear subspace of \(W^k(\Omega)\). Granted Hypothesis 3.4 Corollary 3.7 then implies the Poincaré-type inequality
\[
\|u\|_{l,\Omega} \leq C \|u\|_{k,\Omega}, \quad u \in \dot{W}^p(\Omega), \quad l \in \mathbb{N}_0, \quad k \in \mathbb{N}, \quad l \leq k,
\] (3.44)
where we introduced the abbreviation
\[
\|u\|_{k,\Omega} := \sum_{|\alpha|=k} \|\partial^\alpha u\|_{L^2(\Omega)}, \quad u \in W^k(\Omega), \; k \in \mathbb{N}_0.
\] (3.45)

Thus, \(\|u\|_{k,\Omega}\), \(u \in W^k(\Omega)\), represents an equivalent norm on \(\tilde{W}^k(\Omega)\).

We proceed with the following useful identity:

**Lemma 3.8.** Let \(k \in \mathbb{N}\) and assume \(\emptyset \neq \Omega \subseteq \mathbb{R}^n\) is open. Then,
\[
\sum_{|\alpha|=k} \frac{k!}{\alpha!} \int_\Omega \left| (\partial^\alpha \phi)(x) \right|^2 d^n x = \int_\Omega \left( \Delta^k \phi \right)(x) \phi(x) d^n x, \quad \phi \in C_0^\infty(\Omega).
\] (3.46)

**Proof.** Pick an arbitrary \(\phi \in C_0^\infty(\Omega)\). Using the fact that \(\text{supp}(\phi) \subset \Omega\) and employing the Plancherel identity, one obtains
\[
\int_\Omega \left( \Delta^k \phi \right)(x) \phi(x) d^n x = \int_{\mathbb{R}^n} \left( \Delta^k \phi \right)(x) \phi(x) d^n x = \int_{\mathbb{R}^n} |\xi|^{2k} |\hat{\phi}(\xi)|^2 d^n \xi.
\] (3.47)

Similarly,
\[
\sum_{|\alpha|=k} \frac{k!}{\alpha!} \int_\Omega \left| (\partial^\alpha \phi)(x) \right|^2 d^n x = \sum_{|\alpha|=k} \frac{k!}{\alpha!} \int_{\mathbb{R}^n} \left| (\partial^\alpha \phi)(x) \right|^2 d^n x = \sum_{|\alpha|=k} \frac{k!}{\alpha!} \int_{\mathbb{R}^n} \xi^{2\alpha} |\hat{\phi}(\xi)|^2 d^n \xi.
\] (3.48)

Since in general, \(\left( \sum_{j=1}^n x_j \right)^N = \sum_{|\alpha|=N} \frac{\alpha!}{\alpha!} x^\alpha\), with \(x := (x_1, ..., x_n)\), by the Multinomial Theorem, one concludes that
\[
\sum_{|\alpha|=k} \frac{k!}{\alpha!} \xi^{2\alpha} = \left( \sum_{j=1}^n \xi_j^2 \right)^k = |\xi|^{2k}, \quad \xi \in \mathbb{R}^n.
\] (3.49)

Therefore, using (3.47)–(3.49), we may write
\[
\sum_{|\alpha|=k} \frac{k!}{\alpha!} \int_\Omega \left| (\partial^\alpha \phi)(x) \right|^2 d^n x = \int_{\mathbb{R}^n} |\xi|^{2k} |\hat{\phi}(\xi)|^2 d^n \xi = \int_\Omega \left( \Delta^k \phi \right)(x) \phi(x) d^n x,
\] (3.50)

completing the proof of (3.46). \(\square\)

Lemma 3.8 is a key input for the next result.

**Theorem 3.9.** Assume Hypothesis 3.4 and let \(m \in \mathbb{N}\). Consider the minimal operator
\[
A_{\min,\Omega,m} := (-\Delta)^m, \quad \text{dom}(A_{\min,\Omega,m}) := C_0^\infty(\Omega),
\] (3.51)
in \(L^2(\Omega)\). Then the closure of \(A_{\min,\Omega,m}\) in \(L^2(\Omega)\) is given by
\[
A_{\Omega,m} = (-\Delta)^m, \quad \text{dom}(A_{\Omega,m}) = \tilde{W}^{2m}(\Omega).
\] (3.52)

In addition, \(A_{\Omega,m}\) is a strictly positive operator, that is, there exists \(\varepsilon > 0\) such that
\[
A_{\Omega,m} \geq \varepsilon I_\Omega.
\] (3.53)
Proof. Clearly $A_{\min, \Omega, m}$ is symmetric and hence closable. Assuming $\phi \in C^\infty_0(\Omega)$, repeatedly integrating by parts and an application of Lemma 3.8 yield,

$$\int_\Omega \left| (\Delta^m \phi)(x) \right|^2 d^m x = \int_\Omega \overline{(\Delta^m \phi)(x)} (\Delta^m \phi)(x) d^m x = \int_\Omega \overline{(\Delta^{2m} \phi)(x)} \phi(x) d^m x = \sum_{|\alpha|=2m} \frac{(2m)!}{\alpha!} \int_\Omega |(\partial^\alpha \phi)(x)|^2 d^m x.$$  (3.54)

By density of $C^\infty_0(\Omega)$ in $\dot{W}^{2m}(\Omega)$, identity (3.54) extends to

$$\int_\Omega \left| (\Delta^m u)(x) \right|^2 d^m x = \sum_{|\alpha|=2m} \frac{(2m)!}{\alpha!} \int_\Omega \left| (\partial^\alpha u)(x) \right|^2 d^m x, \quad u \in \dot{W}^{2m}(\Omega).$$  (3.55)

Next, combining the Poincaré inequality (3.28) with (3.55) implies that for some constant $C_{m, \Omega} > 0$,

$$\int_\Omega \left| (\Delta^m u)(x) \right|^2 d^m x \geq C_{m, \Omega} \sum_{0 \leq |\beta| \leq 2m} \|\partial^\beta u\|^2_{L^2(\Omega)} \approx \|u\|^2_{m, \Omega}, \quad u \in \dot{W}^{2m}(\Omega).$$  (3.56)

Finally, consider $\{f_j\}_{j \in \mathbb{N}} \subset \dot{W}^{2m}(\Omega)$, $f, g \in L^2(\Omega)$, such that

$$\lim_{j \to \infty} \|f_j - f\|_{L^2(\Omega)} = 0 \quad \text{and} \quad \lim_{j \to \infty} \left\| (\Delta^m f_j - g) \right\|_{L^2(\Omega)} = 0.$$  (3.57)

Applying (3.56) to $u := (f_j - f_k) \in \dot{W}^{2m}(\Omega)$, one infers for some $c_{m, \Omega} > 0$,

$$\int_\Omega \left| (\Delta^m (f_j - f_k))(x) \right|^2 d^m x \geq c_{m, \Omega} \|f_j - f_k\|^2_{m, \Omega}, \quad j, k \in \mathbb{N},$$  (3.58)

implying that actually, $\{f_j\}_{j \in \mathbb{N}}$ is a Cauchy sequence in $\dot{W}^{2m}(\Omega)$. By completeness of the latter space one concludes that $f \in \dot{W}^{2m}(\Omega)$. Taking arbitrary $\psi \in C^\infty_0(\Omega)$, one concludes that

$$\langle (\Delta^m f, \psi)_{L^2(\Omega)} = \psi(\Omega) \langle (\Delta^m f_j, \psi)_{D(\Omega)} = \lim_{j \to \infty} \psi(\Omega) \langle (\Delta^m f_j, \psi)_{D(\Omega)} = \lim_{j \to \infty} \int_\Omega f_j(x) (\Delta^m \psi)(x) d^m x = \int_\Omega f(x) (\Delta^m \psi)(x) d^m x = \psi(\Omega) \langle (\Delta^m f, \psi)_{D(\Omega)}.$$  (3.59)

Hence, $g = (\Delta^m f$, implying closedness of $A_{m, \Omega}$. By the definition of $\dot{W}^{2m}(\Omega)$ (cf. (3.43)), $A_{m, \Omega}$ is the closure of $A_{\min, \Omega, m}$.

Strict positivity of $A_{\min, \Omega, m}$, and hence that of $A_{\Omega, m}$, follows from (3.46) and the Poincaré-type inequalities (3.28).

In the following we pick $m \in \mathbb{N}$ and denote by $A_{K, \Omega, m}$ and $A_{F, \Omega, m}$ the Krein and Friedrichs extension of $A_{\Omega, m}$ in $L^2(\Omega)$, respectively. By Corollary 3.6 (for $p = 2$), $\text{dom}(A_{\Omega, m}) = \dot{W}^{2m}(\Omega)$ embeds compactly into $L^2(\Omega)$ and hence by Lemma 3.3 the operator $A_{\Omega, m}^*, A_{\Omega, m}$ has purely discrete spectrum, equivalently, the resolvent of $A_{\Omega, m}^*, A_{\Omega, m}$ is compact, in particular,

$$(A_{\Omega, m}^* A_{\Omega, m})^{-1} \in \mathcal{B}_\infty(L^2(\Omega)).$$  (3.60)
Proof. Following our abstract Section 2, we introduce in addition to the symmetric form $R$ the form $A$. By Lemma 2.7, particularly, by (2.49), one concludes that

$$\left| A_{\Omega,m} \right|^{-1} = \left( A_{\Omega,m}^* A_{\Omega,m} \right)^{-1/2} \in B_\infty(L^2(\Omega)), \quad (3.62)$$

implying

$$\left( \hat{A}_{K,\Omega,m} \right)^{-1} \in B_\infty(L^2(\Omega)) \quad (3.63)$$

by (2.43). Thus,

$$\sigma_{ess}(A_{K,\Omega,m}) \subseteq \{0\}. \quad (3.64)$$

Let $\{\lambda_{K,\Omega,j} \}_{j \in \mathbb{N}} \subset (0, \infty)$ be the strictly positive eigenvalues of $A_{K,\Omega,m}$ enumerated in nondecreasing order, counting multiplicity, and let

$$N(\lambda, A_{K,\Omega,m}) := \# \{ j \in \mathbb{N} \mid 0 < \lambda_{K,\Omega,j} < \lambda \}, \quad \lambda > 0, \quad (3.65)$$

be the eigenvalue distribution function for $A_{K,\Omega,m}$. Recalling the standard notation

$$x_+ := \max(0, x), \quad x \in \mathbb{R}, \quad (3.66)$$

then $N(\lambda, A_{K,\Omega,m})$ permits the following estimate following the approach in [36].

**Theorem 3.10.** Assume Hypothesis [3.4] and let $m \in \mathbb{N}$. Then one has the estimate,

$$N(\lambda, A_{K,\Omega,m}) \leq (2\pi)^{-n}v_n\Omega(1 + 2m/(2m+n))^{n/(2m)}\lambda^{n/(2m)}, \quad \lambda > 0, \quad (3.67)$$

where $v_n := \pi^{n/2}/\Gamma((n+2)/2)$ denotes the (Euclidean) volume of the unit ball in $\mathbb{R}^n$ ($\Gamma(\cdot)$ being the Gamma function, cf. [1 Sect. 6.1]).

Proof. Following our abstract Section 2 we introduce in addition to the symmetric form $a_{\Omega,m}$ in $L^2(\Omega)$ (cf. (3.61)), the form

$$b_{\Omega,m}(f, g) := (f, A_{\Omega,m}g)_{L^2(\Omega)}, \quad f, g \in \text{dom}(b_{\Omega,m}) := \text{dom}(A_{\Omega,m}). \quad (3.68)$$

By Lemma 2.7, particularly, by (2.49), one concludes that

$$N(\lambda, A_{K,\Omega,m}) \leq \max \left\{ \dim \left( \text{dom}(A_{\Omega,m}) \mid a_{\Omega,m}(f, f) - \lambda b_{\Omega,m}(f, f) < 0 \right) \right\}, \quad (3.69)$$

by also employing (2.51) and the fact that

$$a_{\Omega,m}(f_{K,\Omega,j}, f_{K,\Omega,j}) - \lambda b_{\Omega,m}(f_{K,\Omega,j}, f_{K,\Omega,j}) = (\lambda_{K,\Omega,j} - \lambda)\|f_{K,\Omega,j}\|^2_{L^2(\Omega)} < 0, \quad (3.70)$$

where $f_{K,\Omega,j} \in \text{dom}(A_{\Omega,m}) \setminus \{0\}$ additionally satisfies

$$f_{K,\Omega,j} \in \text{dom}(A_{\Omega,m}^* A_{\Omega,m}) \quad (3.71)$$

$$A_{\Omega,m}^* A_{\Omega,m} f_{K,\Omega,j} = \lambda_{K,\Omega,j} A_{\Omega,m} f_{K,\Omega,j}. \quad (3.72)$$

To further analyze (3.69) we now fix $\alpha \in (0, \infty)$ and introduce the auxiliary operator

$$L_{\Omega,m,\lambda} := A_{\Omega,m}^* A_{\Omega,m} - \lambda A_{\Omega,m}, \quad \text{dom}(L_{\Omega,m,\lambda}) := \text{dom}(A_{\Omega,m}^* A_{\Omega,m}). \quad (3.73)$$

By Lemma 3.1, $L_{\Omega,m,\lambda}$ is self-adjoint, bounded from below, with purely discrete spectrum as its form domain

$$\text{dom}\left( \left| L_{\Omega,m,\lambda} \right|^{1/2} \right) = \text{dom}(A_{\Omega,m}) = W^{2m}(\Omega) \quad (3.74)$$

embeds compactly into $L^2(\Omega)$ by Corollary 3.6 (cf. Lemma 3.3). We will study the auxiliary eigenvalue problem,

$$L_{\Omega,m,\lambda} \varphi_j = \mu_j \varphi_j, \quad \varphi_j \in \text{dom}(L_{\Omega,m,\lambda}), \quad (3.74)$$
where \( \{\varphi_j\}_{j \in \mathbb{N}} \) represents an orthonormal basis of eigenfunctions in \( L^2(\Omega) \) and for simplicity of notation we repeat the eigenvalues \( \mu_j \) of \( L_{\Omega,m,\lambda} \) according to their multiplicity, assuming \( \varphi_j \) to be linearly independent in the following. Since \( \varphi_j \in \dot{W}^{2m}(\Omega) \), we denote by

\[
\tilde{\varphi}_j(x) := \begin{cases} \varphi_j(x), & x \in \Omega, \\ 0, & x \in \mathbb{R}^n \setminus \Omega, \end{cases} \tag{3.75}
\]

their zero-extension of \( \varphi_j \) to all of \( \mathbb{R}^n \) and note that

\[
\tilde{\varphi}_j \in \dot{W}^{2m}(\mathbb{R}^n), \quad \partial^\alpha \tilde{\varphi}_j = \partial^\alpha \varphi_j, \quad 0 \leq |\alpha| \leq 2m. \tag{3.76}
\]

Next, given \( \mu > 0 \), one estimates

\[
\mu^{-1} \sum_{j \in \mathbb{N}, \mu_j < \mu} (\mu - \mu_j) \geq \mu^{-1} \sum_{j \in \mathbb{N}, \mu_j < \mu} (\mu - \mu_j) \geq \mu^{-1} \sum_{j \in \mathbb{N}, \mu_j < \mu} \mu = n_-(L_{\Omega,m,\lambda}), \tag{3.77}
\]

where \( n_-(L_{\Omega,m,\lambda}) \) denotes the number of strictly negative eigenvalues of \( L_{\Omega,m,\lambda} \). Combining, Lemma 3.2 and (3.69) one concludes that

\[
N(\lambda, A_{K,\Omega,m}) \leq \max \left\{ \dim \left\{ f \in \text{dom}(A_{\text{min},\Omega,m}) \mid a_{\Omega,m}(f,f) - \lambda b_{\Omega,m}(f,f) < 0 \right\} \right\} = n_-(L_{\Omega,m,\lambda}) \leq \mu^{-1} \sum_{j \in \mathbb{N}, \mu_j < \mu} (\mu - \mu_j) = \mu^{-1} \sum_{j \in \mathbb{N}, \mu_j < \mu} |\mu - \mu_j|_+ \quad \mu > 0. \tag{3.78}
\]

Next, we focus on estimating the right-hand side of (3.78).

\[
N(\lambda, A_{K,\Omega,m}) \leq \mu^{-1} \sum_{j \in \mathbb{N}} (\mu - \mu_j)_+ = \mu^{-1} \sum_{j \in \mathbb{N}} \left[ (\varphi_j, (\mu - \mu_j) \varphi_j)_{L^2(\Omega)} \right]_+ \\
= \mu^{-1} \sum_{j \in \mathbb{N}} \left[ \mu \|\varphi_j\|^2_{L^2(\Omega)} - \|(-\Delta)^m \varphi_j\|^2_{L^2(\Omega)} + \lambda (\varphi_j, (-\Delta)^m \varphi_j)_{L^2(\Omega)} \right]_+ \\
= \mu^{-1} \sum_{j \in \mathbb{N}} \left[ \mu \|\tilde{\varphi}_j\|^2_{L^2(\mathbb{R}^n)} - \|(-\Delta)^m \tilde{\varphi}_j\|^2_{L^2(\mathbb{R}^n)} + \lambda (\tilde{\varphi}_j, (-\Delta)^m \tilde{\varphi}_j)_{L^2(\mathbb{R}^n)} \right]_+ \\
= \mu^{-1} \sum_{j \in \mathbb{N}} \left[ \int_{\mathbb{R}^n} \left[ \mu - (|\xi|^{4m} - \lambda |\xi|^{2m}) \right] |\tilde{\varphi}_j(\xi)|^2 \, d^n \xi \right]_+ \\
\leq \mu^{-1} \sum_{j \in \mathbb{N}} \left[ \int_{\mathbb{R}^n} \left[ \mu - (|\xi|^{4m} - \lambda |\xi|^{2m}) \right]_+ |\tilde{\varphi}_j(\xi)|^2 \, d^n \xi \right] \\
= \mu^{-1} \int_{\mathbb{R}^n} \left[ \mu - |\xi|^{4m} + \lambda |\xi|^{2m} \right]_+ |\tilde{\varphi}_j(\xi)|^2 \, d^n \xi \tag{3.79}
\]

Here we used unitarity of the Fourier transform on \( L^2(\mathbb{R}^n) \), the fact that \([\mu - |\xi|^{4m} + \lambda |\xi|^{2m}]_+\) has compact support (rendering the integral over a compact subset of \( \mathbb{R}^n \)), and the monotone convergence theorem in the final step.

Next, one observes that

\[
\sum_{j \in \mathbb{N}} |\tilde{\varphi}_j(\xi)|^2 = (2\pi)^{-n} \sum_{j \in \mathbb{N}} \left| (e^{i\xi \cdot \cdot}, \tilde{\varphi}_j)_{L^2(\mathbb{R}^n)} \right|^2 = (2\pi)^{-n} \sum_{j \in \mathbb{N}} \left| (e^{i\xi \cdot \cdot}, \varphi_j)_{L^2(\Omega)} \right|^2
\]
\[ (2\pi)^{-n} \| e^{i \xi} \|_{L^2(\Omega)}^2 = (2\pi)^{-n} |\Omega|, \] 
(3.80)
externalizing the fact that \{ \varphi_j \}_{j \in \mathbb{N}} \text{ represents an orthonormal basis in } L^2(\Omega).

Combining (3.79) and (3.80), introducing \( \alpha = \lambda^{-2} \mu \), changing variables, \( \xi = \lambda^{1/(2m)} \eta \), and taking the minimum with respect to \( \alpha > 0 \), proves the bound,
\[ N(\lambda, A_{K,\Omega,m}) \leq (2\pi)^{-n} |\Omega| \min_{\alpha > 0} \left( \alpha^{-1} \int_{\mathbb{R}^n} \left[ \alpha - |\xi|^{4m} + |\xi|^{2m} + d^n(\xi) \right] \lambda^{n/(2m)} \right), \]
\( \lambda > 0. \)  
(3.81)

Explicitly computing the minimum over \( \alpha > 0 \) in (3.81) finally yields the result (3.67).

4. Comparisons With Other Bounds and Weyl Asymptotics

In our final section we briefly discuss the bound (3.67) on the eigenvalue counting function \( N(\lambda, A_{K,\Omega,m}) \).

For smooth, bounded domains \( \Omega \subset \mathbb{R}^n \), and smooth lower-order coefficients (not necessarily constant), Weyl asymptotics for \( N(\lambda, A_{K,\Omega,m}) \) as \( \lambda \to \infty \) was first derived by Grubb [26],
\[ N(\lambda, A_{K,\Omega,m}) = (2\pi)^{-n} v_n |\Omega| \lambda^{n/(2m)} + O(\lambda^{-\theta}/(2m)), \]
(4.1)
where \( v_n := \pi^{n/2}/\Gamma((n+2)/2) \) denotes the (Euclidean) volume of the unit ball in \( \mathbb{R}^n \) \( (\Gamma(\cdot) \text{ being the Gamma function, cf. } [1, \text{ Sect. 6.1}]) \), and
\( \theta := \max \left\{ \frac{1}{2} - \varepsilon, \frac{2m}{2m + n - 1} \right\} \), with \( \varepsilon > 0 \) arbitrary.  
(4.2)

We also refer to [43], [44], and more recently, [28], where the authors derive a sharpening of the remainder in (4.1) to any \( \theta < 1 \). In the case \( m = 1 \), Weyl asymptotics for \( N(\lambda, A_{K,\Omega,1}) \) was derived in [3] for (bounded) quasi-convex domains, and most recently, in [9] for bounded Lipschitz domains.

The power law behavior \( \lambda^{n/(2m)} \) of the estimate (3.67) for general domains governed by Hypothesis 3.3 (no smoothness of \( \Omega \) being assumed at all in the case of bounded domains), coincides with that in the known Weyl asymptotics (4.1) and is of course consistent with the abstract estimate (2.24). In this connection we note that Weyl-type asymptotics and estimates for \( N(\lambda, A_{F,\Omega,m}) \), and hence upper bounds for \( N(\lambda, A_{K,\Omega,m}) \), without regularity assumptions on \( \Omega \) can be found, for instance, in [11], [12], [13], [14], [15], [16], [20], [21], [29], [30], [36], [39], [42], [46], [47], [48], [49], [50], [51]. We mention, in particular, the bound for \( N(\lambda, A_{F,\Omega,m}) \) derived in [36] (extending earlier results in [38] in the case \( m = 1 \)) which reads
\[ N(\lambda, A_{F,\Omega,m}) \leq (2\pi)^{-n} v_n |\Omega| \left[ 1 + \left( 2m/n \right) \right]^{n/(2m)} \lambda^{n/(2m)}, \]
\( \lambda > 0. \)  
(4.3)
A comparison of (4.3) with our result (3.67),
\[ N(\lambda, A_{K,\Omega,m}) \leq (2\pi)^{-n} v_n |\Omega| \left[ 1 + \left( 2m/(2m + n) \right) \right]^{n/(2m)} \lambda^{n/(2m)}, \]
\( \lambda > 0 \)  
(4.4)
clearly demonstrates the superiority of the buckling problem approach developed here over the bound obtained by combining the generally valid estimate (1.13) with (4.3) due to the extra term \( 2m \) in (4.4) as compared to (4.3).

---

1Mark Ashbaugh generously provided us with the explicit value of the minimum in (3.81).
Additional comparisons between the bound and Weyl asymptotics, as well as an extension of our approach replacing $(−\Delta)^m$ by $((−\Delta + V)^m$, $m \in \mathbb{N}$, for an appropriate class of potentials $V \geq 0$ supported in $\Omega$, will appear in [8].
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