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Abstract

In 2012, Press and Dyson discovered a strategy set, called
Zero-determinant (ZD) strategies, which enforces a linear
payoff relationship between a focal player and the opponent
regardless of the opponent’s strategy in the repeated pris-
oner’s dilemma (RPD) game. In the RPD game, a discount
factor and observation errors are both important because they
often happen in society. Here, we examined strategies that
enforce linear payoff relationships in the RPD game consider-
ing both a discount factor and observation errors. As a result,
we first revealed that the payoffs of two players can be repre-
sented by the form of determinants even with these two fac-
tors. Then, we searched for all possible strategies that enforce
linear payoff relationships and found that both ZD strategies
and unconditional strategies are the only strategy sets which
satisfy the condition.

The prisoner’s dilemma game is a model for studying the
emergence of cooperation among competitive players. In a
one-shot interaction, cooperation is not likely to occur be-
cause it costs the actor while defection does not. However,
when the game is repeated, cooperation will be rewarded
by the opponent in the future. In such a situation, cooper-
ation becomes a possible equilibrium. Although the rules
of the game are easy, predicting results is complex in the
repeated prisoner’s dilemma (RPD) game. In that context,
Press and Dyson found a novel class of strategies called
zero-determinant (ZD) strategies (Press and Dyson, 2012).
ZD strategies impose a linear relationship between the pay-
offs of a focal player and its co-player regardless of the strat-
egy that the co-player implements.

In the RPD game, considering a discount factor and obser-
vation errors is important because they often happen in so-
ciety. Recent studies about ZD strategies have only focused
on either one: a discount factor (Hilbe et al., 2015; Ichinose
and Masuda, 2018) or observation errors (Hao et al., 2015;
Mamiya and Ichinose, 2019). As far as we know, there is no
study which considers both a discount factor and observa-
tion errors in ZD strategies. Therefore, we study ZD strate-
gies in the situation that incorporates both a discount factor
and observation errors.

We consider the symmetric two-person RPD game with
private monitoring. Each player i ∈ {X, Y } chooses an

action ai ∈ {C, D} in each round, where C and D stand
for cooperation and defection, respectively. After the two
players executed the action, player i observes his own ac-
tion ai and private signal ωi ∈ {g, b} about the oppo-
nent’s action, where g and b stand for good and bad, re-
spectively. In private monitoring, players sometimes misun-
derstand the signals. σ(ω|a) is the probability that a signal
profile ω = (ωX , ωY ) is realized when the action profile
is a = (aX , aY ). Let ϵ be the probability that an error
occurs to one particular player but not to the other player
while ξ be the probability that an error occurs to both play-
ers. Then, the probability that an error occurs to neither
player is 1 − 2ϵ − ξ. In each round, player i’s realized pay-
off ui(ai, ωi) is determined by his own action ai and signal
ωi, such that ui(C, g) = R, ui(C, b) = S, ui(D, g) = T ,
and ui(D, b) = P . Hence, his expected payoff is given by
fi(a) =

∑
ω ui(ai, ωi)σ(ω|a). The expected payoff is de-

termined by only action profile a regardless of signal profile
ω. Thus, the expected payoff matrix is given by

( C D

C RE SE

D TE PE

)
. (1)

According to fi(a), RE , SE , TE , and PE are derived as
RE = R(1−ϵ−ξ)+S(ϵ+ξ), SE = S(1−ϵ−ξ)+R(ϵ+ξ),
TE = T (1−ϵ−ξ)+P (ϵ+ξ), PE = P (1−ϵ−ξ)+T (ϵ+ξ),
respectively. We assume that TE > RE > PE > SE and
2RE > TE + SE , which dictate the RPD condition with
observation errors.

In this paper, we introduce a discount factor to the RPD
game with private monitoring. Although the game is played
repeatedly over an infinite time horizon, the payoff will
be discounted over rounds. Let w be the discount fac-
tor. Then, player i’s discounted payoff of action profiles
at, t ∈ {0, 1, ..., ∞} is wtfi(a

t) where t is a round. Fi-
nally, the average discounted payoff of player i is si =
(1 − w)

∑∞
t=0 wtfi(a

t).
Consider each player i that adopts memory-one strate-

gies with which they use only the outcome of the last round
to decide the action to be submitted in the current round.
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There are four types of outcomes, which are Cg, Cb, Dg
and Db. Cg means the outcome when player i cooperated
and observed the signal g. Cb means the outcome when
player i cooperated and observed the signal b, and so forth.
We define the conditional probability that player X cooper-
ates when each outcome is realized as pj , j ∈ {1, 2, 3, 4}.
Also, we define the probability that X cooperates in the
first round as p0. Thus, X’s strategy is specified by p =
(p1, p2, p3, p4; p0). Similarly, Y ’s strategy is specified by
q = (q1, q2, q3, q4; q0).

Because both players adopt a memory-one strategy, the
stochastic state of the two players is described by v(t) =
(v1(t), v2(t), v3(t), v4(t)), where the figures 1, 2, 3 and 4 of
v mean the stochastic state (C,C), (C,D), (D,C) and (D,D),
respectively. v1(t) is the probability that both players coop-
erate in round t, v2(t) is the probability that X cooperates
and Y defects in round t, and so forth. We define the state
transition matrix as M . The stochastic state of two players
in round t+1 is calculated by v(t+1) = v(t)M . Then, the
expected payoff to player X in round t is given by v(t)SX ,
where ST

X = (RE , SE , TE , PE). The expected per-round
payoff to player X in the repeated game is given by

sX = (1 − w)

∞∑

t=0

wtv(t)SX = v · SX (2)

where I is the 4×4 identity matrix and the mean distribution
vT = (1 − w)v(0)(I − wM)−1 (Hilbe et al., 2015).

By conducting mathematical analyses, we found that
Eq. (2) can be represented by a determinant form as follows
even with observation errors and a discount factor, as Press
and Dyson did without errors and no discount factor:

sX = v · SX =
D(p, q, SX)

D(p, q,1)
, (3)

where the determinant D(p, q, f) is represented by
∣∣∣∣∣∣∣∣

... w(µp1 + ηp2) − 1 + p0(1 − w) w(µq1 + ηq2) − 1 + q0(1 − w) f1

... w(ηp1 + µp2) − 1 + p0(1 − w) w(µq3 + ηq4) + q0(1 − w) f2

... w(µp3 + ηp4) + p0(1 − w) w(ηq1 + µq2) − 1 + q0(1 − w) f3

... w(ηp3 + µp4) + p0(1 − w) w(ηq3 + µq4) + q0(1 − w) f4

∣∣∣∣∣∣∣∣
,

(4)

where µ = 1 − ϵ − ξ, η = ϵ + ξ, arbitrary vector f =
(f1, f2, f3, f4) and the first column is omitted. Similarly,
player Y ’s expected payoff sY is derived by replacing SX

with ST
Y = (RE , TE , SE , PE) in Eq. (3).

Here, the linear combination of sX and sY is given by

αsX + βsY + γ =
D(p, q, αSX + βSY + γ1)

D(p, q,1)
. (5)

If the numerator of the right side of Eq. (5) is zero, that is,
D(p, q, αSX + βSY + γ1) = 0, the payoff relationship
between sX and sY becomes linear.
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Figure 1: The payoff relationships between two players in
the RPD game under observation errors when w = 0.9. Er-
ror rates ϵ+ξ are shown in the legends. (A) Extortioner (sub-
class of ZD), (B) Equalizer (subclass of ZD), and (C) ALLD
(subclass of unconditional strategies) vs. 1,000 randomly
generated strategies. (T, R, P, S) = (1.5, 1, 0, −0.5).

Using the following determinant theorem:
For an n × n matrix A, det(A) = 0 ⇔
The columns of matrix A are dependent vectors, we
searched for all of X’s strategies which satisfy Eq. (5). As a
result, we found that the only strategies that impose a linear
relationship between the two players’ payoffs are either

w(µp1 + ηp2) − 1 + p0(1 − w) = αRE + βRE + γ

w(ηp1 + µp2) − 1 + p0(1 − w) = αSE + βTE + γ

w(µp3 + ηp4) + p0(1 − w) = αTE + βSE + γ

w(ηp3 + µp4) + p0(1 − w) = αPE + βPE + γ

(6)

or
p0 = p1 = p2 = p3 = p4. (7)

The former corresponds to ZD strategies and the latter cor-
responds to unconditional strategies, respectively. Figure 1
shows some examples of ZD and unconditional strategies
under observation errors where payoffs are discounted.

In conclusion, we derived the determinant form of the two
player’s expected payoff in the RPD game with a discount
factor and observation errors. Then, we analytically revealed
that the only strategy sets that enforce a linear payoff re-
lationship are either the ZD strategies or the unconditional
strategies in that situation. In repeated games, implementa-
tion errors (trembling hands) may be more likely to occur
than observation errors. We can derive ZD strategies even
under implementation errors because the same analysis used
here can be applied. Thus, our technique is not limited to
one particular errors but covers broad types of errors. This
paper contributes to a deep understanding of ZD strategies
in society. For further details, see our preprint (Mamiya and
Ichinose, 2020)．
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