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Summary. In this paper we give a proof of the existence of smooth nonlocal center
manifolds for systems close to a system with a homoclinic orbit to a saddle-type equi-
librium point. Our proof is based on a consideration of some class of the boundary value
problems (see Section 3). We obtain estimates for solutions of the boundary value prob-
lems that allow us to prove the theorem on the center manifolds at theC1-assumptions
for the smoothness of systems.

1. Introduction

It is well known that in neighborhoods of equilibrium points and periodic orbits of
Ck-smooth dynamical systems there existCk-smooth invariant center manifolds. This
result goes back to Pliss [1964], Kelley [1967], and then to Fenichel [1971], Hirsch et
al. [1977], and Shoshitaishvili [1975]. For equilibria, the dimension of such manifolds
is determined by the number of roots of the characteristic equation with zero real parts,
and for periodic orbits it is determined by the number of multipliers that lie on the unit
circle. Due to the existence of such manifolds, the investigation of local bifurcations
(bifurcations of equilibrium points and periodic orbits) can be reduced to the study of
the systems on the center manifolds.

However, a large number of the models of multidimensional dynamical systems is
provided by nonlocal bifurcations and, in particular, by bifurcations of homoclinic and
heteroclinic contours consisting of equilibria and orbits asymptotic to them. The in-
vestigations of such bifurcations were pioneered by Shilnikov. He studied the principal
nonlocal bifurcations (bifurcations of homoclinic orbits to a saddle and to a saddle-node)
of multidimensional systems (see Shilnikov [1963], [1968]) and discovered the complex
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structure near a homoclinic loop to a saddle-focus and near a homoclinic bunch to a
saddle-saddle (see Shilnikov [1965], [1967], [1969], [1970]). By now bifurcations of
homoclinic and heteroclinic contours have been developed intensively. For instance,
codimension-two bifurcations of heteroclinic contours with two equilibrium states were
studied in Bykov [1978], [1980], [1993]; Chow et al. [1990b]; Deng [1989], [1991];
Shashkov [1991b], [1992], [1994]; Shashkov and Turaev [1996]; bifurcations of a pair
of homoclinic orbits to a saddle, in Turaev [1984], [1991]; Turaev and Shilnikov [1986];
Gambaudo et al. [1988]; bifurcations of two separatrices of a saddle, one of which forms
a homoclinic loop and the other one tends to the loop, in Homburg, [1993], [1996]; and
bifurcations of a homoclinic loop to a saddle at the resonant eigenvalues, in Chow et al.
[1990a].

In connection with the study of the global bifurcations of multidimensional systems, a
number of papers have been devoted, in recent years, to the extension of center-manifold
theory to homoclinic and heteroclinic contours. First, the existence of a Lipschitz two-
dimensional nonlocal invariant manifold was pointed out in [Turaev, 1984], where bifur-
cations of a system with two homoclinic trajectories to a saddle were studied. A proof
of the existence of aC1-smooth center manifold forC4-smooth systems was done in
[Turaev, 1991]. Note that in [Turaev, 1996] the center-manifold theory was developed
up to more complex contours that consist of finite number of equilibria, limit cycles,
homoclinic and heteroclinic orbits and, moreover,ω- andα-limit trajectories. The anal-
ogous theorems on the existence of smooth center manifolds forC4-smooth systems,
close to a system with a heteroclinic contour, have been proved in Shashkov [1991a],
[1994]. Independently, Homburg [1993], [1996] has shown the existence of a smooth
two-dimensional center manifold for sufficiently smooth systems with a homoclinic loop
at the nonresonant eigenvalues. By now, the theorem on existence of a smooth center
manifold near a homoclinic loop has been proved atCk+ε assumptions(k ≥ 1, ε > 0)
for the smoothness of vector fields Sandstede [1994]. Note that Sandstede [1994] has
extended his results to an infinitely dimensional case.

In this paper we develop a tool that permits us to prove the presence of nonlocal center
manifolds at minimal restrictions to the smoothness of the system. This tool involves
solutions of some class of boundary value problems (see Section 3). Using the estimates
for the solutions of one such problem near an equilibria, we prove the existence of the
smooth center manifold forC1-systems close to a system with a homoclinic orbit to a
saddle equilibrium state. Finally (in Section 9) we give aC1 example of a vector field
with a smooth global center manifold.

2. Main Theorems

Let us consider a family of vector fieldsXµ on an(n+m)-dimensional manifold,

Ẋ = F(X, µ), X ∈ Rn+m, n ≥ 1, m≥ 1, µ ∈ Rl , l ≥ 0.

We assume the functionF(X, µ) to beCk-smooth(k ≥ 1) with respect to the phase
variablesX and the parameterµ.
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Fig. 1. The stable manifoldWs intersects the unstable
manifoldWu along the orbit0, forming a homoclinic loop
L = O ∪ 0. The orbit0 does not belong to the strong-
unstable manifoldWuu.

We make the following assumptions:

(A) atµ = 0, the system X0 has a saddle equilibrium point O and the rootsλn, . . . , λ1,

γ1, . . . , γm of the characteristic equation of the linearized system at the point O
satisfy the following inequalities:

Reλn ≤ · · · ≤ Reλ1 < 0< γ1 < Reγ2 ≤ · · · ≤ Reγm.

In this case, the dimension of the stable manifoldWs of the equilibrium pointO
is equal ton and the unstable manifoldWu of O is anm-dimensional surface. Since
γ1 < Reγi , (i = 2, . . . ,m), there exists an(m−1)-dimensional strong-unstable invariant
submanifoldWuu in Wu. The main feature characterizingWuu is that all its orbits tend
to O, as t → −∞, being tangent to the subspace corresponding to the eigenvalues
γ2, . . . , γn, whereas all orbits ofWu\Wuu are tangent, ast →−∞, to the eigendirection
corresponding to theprincipleeigenvalueγ1. We shall assume that

(B) atµ = 0, the system X0 has an orbit0 that is doubly asymptotic to the equilibrium
point O, i.e.,(Ws ∩Wu)/O ⊃ 0,

and

(C) the orbit0 does not belong to the strong-unstable manifold Wuu (see Figure 1).

Denote byEs+ ⊂ Rn+1 the invariant subspace of the linearization matrix of the
systemX0 at the pointO, which corresponds to the eigenvaluesλn, . . . , λ1, γ1. It is well
known (Fenichel [1971]; Hirsch et al. [1977]) that, under the assumption(A), there exists
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Fig. 2. There exists aC1-smooth invariant manifold
Ws+, containingWs, that is tangent atO to the sub-
space corresponding to the eigenvaluesλn, . . . , λ1, γ 1.
The manifoldWs+ is not uniquely defined, but any
two of such manifolds have the common tangent
everywhere onWs. The strong-unstable manifold
Wuu is uniquely embedded into a smooth invariant
codimension-one foliationFu on Wu.

an invariantC1-smooth manifoldWs+ tangential toEs+ at the pointO (see Figure 2).
The manifoldWs+ contains entirely the stable manifoldWs. It is not uniquely defined,
but any two of them are tangent at all points ofWs. It is known that the manifoldWuu

is uniquely included in a smooth invariant foliationFu on the manifoldWu. We require
the following condition to be fulfilled.

(D) The manifold Ws+ is transverse to the leaves of the foliation Fu at each point of
the homoclinic orbit0 (see Figure 3).

Notice that condition(D)must be verified only at one point on the trajectory0, because
the manifoldWs+ and the foliationFu are invariant with respect to the flow defined by
the systemX0. It should also be noted that the dimension of the manifoldWs+ and the
dimension of the leaves of the foliationFu complement each other; therefore condition
(D), as well as conditions(A) and(C), are conditions of the general position.

Theorem 2.1. If conditions(A), (B), (C), and (D) are fulfilled, then there exists a
small neighborhood U of the loopL = O ∪ 0 such that, for allµ small enough, the
system Xµ has an(n+1)-dimensional invariant C1-smooth manifoldMcs that depends
smoothly onµ and such that any orbit not lying inMcs leaves U as t tends to+∞
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Fig. 3. The manifoldWs+ transversely intersects the
leaves of the foliationFu.

(see Figure 4).1 The manifoldMcs is tangent at the point O to the invariant subspace
corresponding to the eigenvaluesλn, . . . , λ1, γ1.

Reversing the time, Theorem 2.1 immediately implies the following corollary. Let

(A′). the eigenvalues at the point O satisfy the following conditions:

Reλn ≤ · · · ≤ Reλ2 < λ1 < 0< Reγ1 ≤ · · · ≤ Reγm.

In this case, sinceλ1 > Reλi , (i = 2, . . . ,n), there exists an(n − 1)-dimensional
strong-stable invariant submanifoldWss lying entirely in the stable manifoldWs. We
also modify the conditions(C) and(D). Namely,

(C′). the homoclinic orbit0, which exists atµ = 0, does not lie in the strong-stable
manifold Wss (see Figure 5).

Denote byEu+ ⊂ Rm+1 the invariant subspace of the linearization matrix of the
systemX0 at the pointO, which corresponds to the eigenvaluesγm, . . . , γ1, λ1. Under
the condition(A′), there exists an invariantC1-smooth manifoldWu+, tangential toEu+

at the pointO (see Figure 6). The manifoldWu+ is not uniquely defined, but any two
of them containWu entirely and are tangent at all points ofWu. The strong-unstable
manifoldWss is uniquely included in a smooth invariant foliationFs onWs. We require
the following condition to be fulfilled.

1 In fact,Mcs ∈ Ck+ε if F(X, µ) ∈ Ck+ε and Reγ2/γ1 > k+ ε.
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Fig. 4. The systemXµ has an(n+ 1)-dimensionalC1-
smooth invariant manifoldMcs for all µ small enough.
Any orbit not lying inMcs escapes the neighborhood of
the loopL = O ∪ 0, which exists atµ = 0, ast +∞.

Fig. 5. The homoclinic orbit0, which exists atµ = 0,
does not belong toWss, i.e.,0 tends to the equilibrium
O, if t → +∞, along theprinciple direction corre-
sponding toλ1.
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Fig. 6. There exists an invariantC1-manifoldWu+, con-
taining Wu, that is tangent atO to the subspace corre-
sponding to the eigenvaluesλ1, γ 1, . . . , γm. The man-
ifold Wu+ is not unique, but any two of them have the
common tangent everywhere onWu. The strong-stable
manifold Wss is uniquely embedded into a smooth in-
variant codimension-one foliationFs on Ws.

(D′). At each point of0, the manifold Wu+ is transverse to the leaves of the foliation
Fs (see Figure 7).

Theorem 2.2. If the conditions(A′), (B), (C′), and(D′) are fulfilled, then there exists
a small neighborhood U of the homoclinic loopL = O ∪ 0 such that, for allµ small
enough, the system Xµ has an(m+1)-dimensional invariant C1-smooth manifoldMcu

that depends smoothly onµ and such that any orbit, not lying inMcu, leaves U as t
tends to−∞ (see Figure 8). The manifoldMcu is tangent at the point O to the subspace
corresponding to the eigenvaluesγm, . . . , γ1, λ1.

If the conditions of both Theorem 2.1 and Theorem 2.2 are fulfilled, then we have the
following result.

Theorem 2.3. The manifoldsMcu andMcs intersect each other transversally along a
two-dimensional invariant C1-manifoldMc that depends smoothly onµ. The manifold
Mc contains all orbits of Xµ lying in U entirely for all t ∈ (−∞,+∞) and it is tangent
at the point O to the subspace corresponding to the principle eigenvaluesγ1, λ1.

By definition, in the situation of Theorem 2.1, then-dimensional stable manifold of
the pointO belongs toMcs. The invariant manifoldMcs is (n + 1)-dimensional and,



532 M. V. Shashkov and D. V. Turaev

Fig. 7. The manifoldWu+ is transverse to the leaves of
the foliationFs.

Fig. 8. The systemXµ has an(m+1)-dimensional
C1-smooth invariant manifoldMcu for all µ small
enough. Any orbit not lying inMcu escapes the
neighborhood of the loopL = O∪0, which exists
atµ = 0, ast →−∞.

hence, the unstable manifold ofO is one-dimensional for the restriction of the system
Xµ ontoMcs. Thus, the restriction onto the center-stable manifoldMcs reduces the
dimension of the unstable manifold. Analogously, in the situation of Theorem 2.2, the
restriction onto the center-unstable manifoldMcu reduces the dimension of the stable
manifold.
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Notice that the manifoldsMcs,Mcu, andMc are in general onlyC1-smooth.2 There-
fore, in contrast to the local bifurcation theory, we cannot apply the reduction to the center
manifold directly for studying subtle bifurcational problems requiring higher smooth-
ness of the system. Theorems 2.1–2.3 are, thus, qualitative results that allow one to
evaluate possible dynamical behavior in a neighborhood of the homoclinic loop. For
instance, they provide restrictions on the possible dimensions of the stable and unsta-
ble manifolds of the orbits inU or, which is the same, on the number of positive and
negative Lyapunov exponents. Moreover, it is possible to use the restriction onto the
invariant manifold for the study of a bifurcation problem that actually requires only
C1-smoothness. For instance, we believe that the bifurcation problems considered by
Shilnikov [1963], [1965], [1968], [1970]; Turaev [1984], [1991]; Turaev and Shilnikov
[1986]; Chow et al. [1990b]; Deng [1989], [1991]; Shashkov [1991b], [1992], [1994];
Shashkov and Turaev [1996]; Homburg [1993]; and Gambaudo [1988] actually require
only C1-smoothness.

Since both Theorems 2.2 and 2.3 follow from main Theorem 2.1, all of our consid-
erations below will be focused on the proof of Theorem 2.1. We prove Theorem 2.1,
reducing the problem on a Poincar´e map (see Sections 4 and 5) and applying the stan-
dard arguments used in proving the contractibility for the graph transformations (see
Section 6). In order to construct the Poincar´e map, we use an appropriate boundary
value problem that gives the proper estimates for the solutions of the system near the
equilibrium point (see Section 3). A proof of the smoothness of the invariant manifold
Mcs is carried out in Sections 7 and 8. We give an example of aC1-smooth vector field
with the nonlocal center manifold in Section 9.

3. On a Class of Boundary Value Problems

In order to prove Theorem 2.1, we need proper estimates for the orbits of the system
near the homoclinic loopL. Notice that the study of solutions near the equilibrium
point is the most complicated because theflight timeof orbits nearO is unbounded
and, therefore, we need estimates that are fulfilled for unbounded times. If the system
can be linearized in the neighborhood of the equilibrium point, the question about the
estimates does not arise. However, the smooth linearization requires that the superfluous
additional resonance restrictions be satisfied. Moreover, the system should be extra
smooth. Therefore, the general way to find the suitable estimates near the equilibrium
point is to use Shilnikov’s method, which is based on a consideration of some boundary
value problem (see Shilnikov [1967]). This method gives the proper estimates (see
Ovsyannikov and Shilnikov [1986], [1991], Turaev [1991]) for the solutions and their
derivatives up to orderk if the initial system isCk+3-smooth. There are many nonlocal
bifurcational problems that were solved by this method (see, for instance, Chow et al.
[1990a], [1990b]; Deng [1989], [1991]; Fiedler and Turaev [1996]; Shashkov [1991a],
[1991b], [1994]; Turaev [1984], [1991]; Turaev and Shilnikov [1986]).

Since we consider here vector fields that are onlyC1-smooth, we cannot apply the
results mentioned above and, therefore, we develop Shilnikov’s method. Namely, we

2 For instance, smoothness ofMcs is not higher than the integer part of Reγ2/γ1 > 1.
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consider the boundary value problem at the other assumptions for the boundary con-
ditions (formulas (3.61)–(3.64) below). Moreover, since the boundary value problems
are of interest in its own, in this section we consider a sufficiently wide class of these
problems (see (3.1), (3.2), (3.5), and (3.6)). ForCk-smooth (k ≥ 1) vector fields, we
obtain estimates for the derivatives of the solutions up to orderk. We also investigate the
convergence of these derivatives when the flight time of the solutions tends to infinity.

3.1. The Existence Theorem

Consider a system of ordinary differential equations,{
u̇ = Au+ f (u, v, µ, t),
v̇ = Bv + g(u, v, µ, t),

(3.1)

whereu ∈ Rn, v ∈ Rm, t is time, andµ is a vector of parameters from some compact
setD ⊂ Rl , (l ≥ 0). We assume that the functionsf andg areCk-smooth(k ≥ 1) with
respect to all variables(u, v, µ, t). Let the following conditions hold for the matricesA
andB:

SpectrA = {α1, . . . , αn} , SpectrB = {β1, . . . , βm} ,

max
i=1,...,n

Reαi < α < β < min
i=1,...,m

Reβi .
(3.2)

In this case, it is possible to choose the norms of the vectorsu andv in such a way that
for s ≥ 0, ∥∥eA s

∥∥ ≤ eα̃s ≤ eαs,∥∥e−B s
∥∥ ≤ e−β̃s ≤ e−βs,

(3.3)

where constants̃α, β̃ satisfy the conditions

max
i=1,...,n

Reαi < α̃ < α and β < β̃ < min
i=1,...,m

Reβi .
3 (3.4)

We also require that, for any(u, v) ∈ Rn+m andµ ∈ D,∥∥∥∥∂( f, g)

∂(u, v)

∥∥∥∥ < ξ, (3.5)

whereξ is a small enough constant.4

We are interested in solutions of the system (3.1) that satisfy the following boundary
conditions:

u(0) = u0, v(τ ) = v1, τ > 0. (3.6)

Notice that the difference between our boundary value problem (3.1), (3.6) and Shilnikov’s
is that we do not require the conditionsα < 0 andβ > 0.

3 Here and below, the symbol‖ · ‖ denotes a norm inRp if it is applied to a vectorx = (x1, . . . , xp), and
denotes the compatible operator norm if it is applied to an operator.
4 The exact value of the constantξ can be extracted from the proofs of the theorems below.
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Theorem 3.1. A solution of the boundary value problem (3.1), (3.6),

u(t) = u(t;u0, v1, τ, µ), v(t) = v(t;u0, v1, τ, µ) (3.7)

exists. It is uniquely defined and depends Ck-smoothly on(t;u0, v1, τ, µ). Moreover, the
following estimates hold:∥∥∥∥∂(u, v)∂u0

∥∥∥∥ ≤ Ceαt ,

∥∥∥∥∂(u, v)∂v1

∥∥∥∥ ≤ Ceβ(t−τ), (3.8)

where C is some constant.

Before the proof of Theorem 3.1, we notice that vector fields in neighborhoods of
equilibrium points give us one of the main examples of systems of the kind (3.1). Indeed,
let us consider a family ofCk-smooth dynamical systems that depends on a parameter
µ and is given on an(n+m)-dimensional manifold:

Ẋ = F(X, µ), X ∈ Rn+m (n ≥ 1, m≥ 1),

µ ∈ Rl (l ≥ 0), F(X, µ) ∈ Ck (k ≥ 1).
(3.9)

Assume that atµ = 0 the system (3.9) has an equilibrium pointO in the origin of the
coordinates and the spectrum of the linear part of the system (3.9) in the pointO can be
divided onto two parts, i.e.,

Spectr

(
∂F

∂X

)∣∣∣∣
(X,µ)=0

= {α1, . . . , αn, β1, . . . , βm} , max
i=1,...,n

Reαi < min
j=1,...,m

Reβj .

In this case, it is possible to introduce coordinatesu ∈ Rn andv ∈ Rm such that, in a
neighborhood of the pointO for µ small enough, the system (3.9) is given by{

u̇ = Au+ f (u, v, µ),
v̇ = Bv + g(u, v, µ),

(3.10)

where the matricesA and B satisfy conditions (3.2), (3.3), and the functionsf , g are
Ck-smooth and satisfy the following conditions:

f (0,0,0) = 0, g(0,0,0) = 0,
∂( f, g)

∂(u, v)

∣∣∣∣
(u,v,µ)=0

= 0. (3.11)

We are interested in solutions(u(t), v(t)), at t ∈ [0, τ ], lying entirely (t ∈ [0, τ ]) in a
small neighborhood of the pointO. Therefore, the transition to a new system is justified{

u̇ = Au+ f̃ (u, v, µ),
v̇ = Bv + g̃(u, v, µ),

(3.12)

where the functions̃f , g̃ ∈ Ck are given by the following formulas:

f̃ (u, v, µ) = f (ϑ(‖(u, v)‖/ρ)u, ϑ(‖(u, v)‖/ρ)v, µ) ,
g̃(u, v, µ) = g (ϑ(‖(u, v)‖/ρ)u, ϑ(‖(u, v)‖/ρ)v, µ) . (3.13)
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Here ρ is a small positive constant and the functionϑ(t) ∈ C∞ has the following
properties:

ϑ(t) =
{

1, if t ≤ 1,
0, if t ≥ 2,

∣∣∣∣∂ϑ(t)∂t

∣∣∣∣ < 2. (3.14)

Notice that the functions̃f andg̃ satisfy inequality (3.5) for any(u, v) ∈ Rn+m and small
µ. By (3.11), (3.13), and (3.14), and by choosingρ small, the constantξ can be made
arbitrarily small. Therefore, the system (3.12) is a system of the kind (3.1). The functions
f̃ and g̃ coincide with f andg correspondingly for‖(u, v)‖ ≤ ρ. So, if the boundary
value problem (3.12), (3.6) has a solution(u(t), v(t)) lying entirely (t ∈ [0, τ ]) in the
neighborhood‖(u, v)‖ ≤ ρ, then(u(t), v(t)) is also the solution of the boundary value
problem (3.6), (3.10).5

Let us pass to a proof of Theorem 3.1. Consider the spaceH of continuous functions
(u(t), v(t)), which are given on the segmentt ∈ [0, τ ]. Define aγ -norm by the following
formula:

‖(u, v)‖γ = sup
t∈[0,τ ]

(‖(u(t), v(t))‖e−γ t
)
, (3.15)

where

α < γ < β. (3.16)

Obviously,H with theγ -norm is a complete metric space.6

Let us introduce an integral operatorT , which maps any function(u(t), v(t)) ∈ H
into the function(u(t), v(t)) ∈ H , by the following rule:

u(t) = eAtu0+
t∫

0

eA(t−s) f (u(s), v(s), µ, t)ds,

v(t) = eB(t−τ)v1+
t∫

τ

eB(t−s)g(u(s), v(s), µ, t)ds.

(3.17)

It is easy to check that any solution of the boundary value problem (3.1), (3.6) is a fixed
point of the integral operator (3.17). It is also true that any fixed point ofT is a solution
of the boundary value problem (3.1), (3.6). Therefore, the question of the existence and
uniqueness of the solution of the problem (3.1), (3.6) is reduced to the question of the
existence and uniqueness of the fixed point of the operatorT .

In order to show thatT has a unique fixed point, we shall establish thatT is a
contraction operator in the spaceH . Let us check it. Consider any functions(u1, v1) ∈ H

5 Notice the solution of the boundary value problem (3.12), (3.6), generally speaking, can fall outside the
limits of the neighborhood ofO. Therefore, in this case, the solution is not the solution of the boundary value
problem (3.10), (3.6).
6 Note that theγ -norm is equivalent to the usual uniform norm.
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and(u2, v2) ∈ H . Let T(u1, v1) = (u1, v1) andT(u2, v2) = (u2, v2); then, by (3.2)–
(3.5) and (3.15)–(3.17), we have the following relations:

‖u1− u2‖ =
∥∥∥∥∥∥

t∫
0

eA(t−s)( f (u1(s), v1(s), µ, t)− f (u2(s), v2(s), µ, t))ds

∥∥∥∥∥∥
≤

t∫
0

eα(t−s)ξ‖(u1− u2, v1− v2)‖γeγ sds

= ξ

γ − αeαt
(
e(γ−α)t − 1

) ‖(u1− u2, v1− v2)‖γ

≤ ξ

γ − αeγ t‖(u1, v1)− (u2, v2)‖γ , (3.18)

‖v1− v2‖ =
∥∥∥∥∥∥

t∫
τ

eB(t−s)(g(u1(s), v1(s), µ, t)− g(u2(s), v2(s), µ, t))ds

∥∥∥∥∥∥
≤

τ∫
t

eβ(t−s)ξ‖(u1− u2, v1− v2)‖γeγ sds

= ξ

β − γ eβt
(
e(γ−β)t − e(γ−β)τ

) ‖(u1− u2, v1− v2)‖γ

≤ ξ

β − γ eγ t‖(u1, v1)− (u2, v2)‖γ . (3.19)

By (3.15)–(3.19), we obtain

‖(u1, v1)− (u2, v2)‖γ ≤ sup
t∈[0,τ ]

(‖u1− u2‖e−γ t + ‖v1− v2‖e−γ t
)

≤ ξ

(
1

γ − α +
1

β − γ
)
‖(u1, v1)− (u2, v2)‖γ . (3.20)

We assume that the constantξ is so small thatξ (1/(γ − α)+ 1/(β − γ )) is less than
1. In this caseT : H → H is a contraction operator and, therefore,T has a unique
fixed point(u(t), v(t)) ∈ H . Moreover, any sequence(u0, v0), (u1, v1), (u2, v2), . . . ,

obtained by the iterations

(un+1(t), vn+1(t)) = T (un(t), vn(t)) , (3.21)

with any initial function(u0(t), v0(t)) ∈ H , converges to the fixed point.
Thus, for any fixed values(u0, v1, τ, µ), the boundary value problem (3.1), (3.6) has

a unique solution. Depending on the boundary conditions(u0, v1, τ ) andµ, we obtain
different solutions. Below we show the existence of a constantC such that the solution
(3.7) satisfies the following Lipschitz conditions with respect tou0 andv1:∥∥(u(t;u0

1, v
1, τ, µ), v(t;u0

1, v
1, τ, µ)

)− (u(t;u0
2, v

1, τ, µ), v(t;u0
2, v

1, τ, µ)
)∥∥

≤ Ceαt
∥∥u0

1− u0
2

∥∥ , (3.22)
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1, τ, µ), v(t;u0, v1

1, τ, µ)
)− (u(t;u0, v1

2, τ, µ), v(t;u0, v1
2, τ, µ)

)∥∥
≤ Ceβ(t−τ)

∥∥v1
1 − v1

2

∥∥ . (3.23)

Consider the spacẽH of continuous functions(u(t;u0, v1, τ, µ), v(t;u0, v1, τ, µ)) that
satisfy Lipschitz conditions (3.22) and (3.23). Hereµ ∈ D, τ ≥ 0, 0≤ t ≤ τ , u0 ∈ Rn

and v1 ∈ Rm. Let us define an operator̃T in the spaceH̃ by the relations (3.17).7

Below, we show thatH̃ is an invariant space with respect toT̃ . Consider any function
(u(t;u0, v1, τ, µ), v(t;u0, v1, τ, µ)) ∈ H̃ . Now, we shall check that the function(

u(t;u0, v1, τ, µ), v(t;u0, v1, τ, µ)
) = T̃

(
u(t;u0, v1, τ, µ), v(t;u0, v1, τ, µ)

)
satisfies inequality (3.23). Fix any(u0, τ, µ) and take any two valuesv1: v1 = v1

1 and
v1 = v1

2. Below, we use the following denotations:(
u(t;u0, v1

1, τ, µ), v(t;u0, v1
1, τ, µ)

) ≡ (u1(t), v1(t)),(
u(t;u0, v1

2, τ, µ), v(t;u0, v1
2, τ, µ)

) ≡ (u2(t), v2(t)),(
u(t;u0, v1

1, τ, µ), v(t;u0, v1
1, τ, µ)

) ≡ (u1(t), v1(t)),(
u(t;u0, v1

2, τ, µ), v(t;u0, v1
2, τ, µ)

) ≡ (u2(t), v2(t)).

(3.24)

By (3.2)–(3.5), (3.17), (3.23), and (3.24), we have the following relations:

‖u1− u2‖ =
∥∥∥∥∥∥

t∫
0

eA(t−s)( f (u1, v1, µ, t)− f (u2, v2, µ, t))ds

∥∥∥∥∥∥
≤

t∫
0

eα(t−s)ξCeβ(s−τ)‖v1
1 − v1

2‖ds

= ξ

β − α
(
1− e(α−β)t

)
Ceβ(t−τ)‖v1

1 − v1
2‖

≤ ξ

β − αCeβ(t−τ)‖v1
1 − v1

2‖, (3.25)

‖v1− v2‖ ≤ eB(t−τ)‖v1
1 − v1

2‖

+
∥∥∥∥∥∥

t∫
τ

eB(t−s)(g(u1, v1, µ, t)− g(u2, v2, µ, t))ds

∥∥∥∥∥∥
≤ eβ(t−τ)‖v1

1 − v1
2‖ +

τ∫
t

eβ̃(t−s)ξCeβ(s−τ)‖v1
1 − v1

2‖ds

=
(

1+ ξ

β̃ − β
(
1− e(β̃−β)(t−τ)

)
C

)
eβ(t−τ)‖v1

1 − v1
2‖

≤
(

1+ ξ

β̃ − βC

)
eβ(t−τ)‖v1

1 − v1
2‖. (3.26)

7 The difference betweeñT andT is that the operators are defined on different spaces of functions.
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Therefore, by inequalities (3.25) and (3.26),

‖(u1, v1)− (u2, v2)‖ ≤ ‖u1− u2‖ + ‖v1− v2‖
≤
(

1+ ξ
(

1

β − α +
1

β̃ − β

)
C

)
eβ(t−τ)‖v1

1 − v1
2‖.

We assume thatξ is so small thatξ(1/(β − α)+ 1/(β̃ − β)) < 1. In this case, ifC ≥ 1/
(1− ξ(1/(β − α)+ 1/(β̃ − β))), we have

‖(u1, v1)− (u2, v2)‖ ≤ Ceβ(t−τ)‖v1
1 − v1

2‖,
i.e., the function(u(t;u0, v1, τ, µ), v(t;u0, v1, τ, µ)) satisfies estimate (3.23). In the
same way, it is possible to check that the function(u(t;u0, v1, τ, µ), v(t;u0, v1, τ, µ))

satisfies inequality (3.22). This means thatH̃ is an invariant space with respect to the
operatorT̃ .

Notice, if u0, v1, τ , andµ are fixed, the sequence of functions(
un(t;u0, v1, τ, µ), vn(t;u0, v1, τ, µ)

) = T̃n(0,0)

coincides with the sequence (3.21) with the initial element(u0(t), v0(t)) = (0,0) ∈ H
and, therefore, converges to the solution (3.7) of the boundary value problem (3.1), (3.6)
in H . Due to the theoremon the passage to the limit in inequalities, the solution also
satisfies relations (3.22) and (3.23).

Below we shall show that the solution
(
u(t;u0, v1, τ, µ), v(t;u0, v1, τ, µ)

)
is aCk-

smooth function with respect to all variables. To establish this, we consider Cauchy’s
initial value problem for the system (3.1) with the following initial conditions:

u(0) = u0, v(0) = v0. (3.27)

Smoothness of the functionsf andg in the right-hand side of the system (3.1) guarantees
the existence and uniqueness of the solution(

u∗(t;u0, v0, µ), v∗(t;u0, v0, µ)
)
, (3.28)

which isCk-smooth with respect to(t;u0, v0, µ). The phase trajectories of the system
(3.1) determine the one-to-one correspondence between the initial (3.27) and the bound-
ary (3.6) conditions. This correspondence can be specified by the following formulas:(

u0, v0
) = (u(0;u0, v1, τ, µ), v(0;u0, v1, τ, µ)

)
, (3.29)

(
u0, v1

) = (u∗(0;u0, v0, µ), v∗(τ ;u0, v0, µ)
)
. (3.30)

Further, we use the following corollary ofthe implicit function theorem.

Lemma 3.1. Let a function F(x, y) satisfy the Lipschitz condition with respect to x,
i.e., for any x1, x2, and y from the domain of definition

‖F(x1, y)− F(x2, y)‖ ≤ L‖x1− x2‖.
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Let the equation z= F(x, y) be resolved with respect to x, i.e., x= 8(y, z), and,
moreover, let8(y, z) be a Ck-smooth function with respect to(y, z). Then F(x, y) is
also a Ck-smooth function with respect to(x, y) and∥∥∥∥∂F

∂x

∥∥∥∥ ≤ L .

The functions in (3.30) dependCk-smoothly on the variables because the functions in
(3.28) are smooth. The functions in (3.29) satisfy the Lipschitz condition (3.23) with
respect tov1. Applying Lemma 3.1, we obtain that the functions in equality (3.29) are
Ck-smooth. Now,Ck-smoothness of the solution (3.7) follows from the fact that it can
be represented as a superposition of smooth functions:

u
(
t;u0, v1, τ, µ

) = u∗
(
t;u0, v(0,u0, v1, τ, µ), µ

)
,

v
(
t;u0, v1, τ, µ

) = v∗
(
t;u0, v(0,u0, v1, τ, µ), µ

)
.

The smoothness of the solution (3.7) and the Lipschitz conditions (3.22), (3.23) imply
estimates (3.8). The theorem is proved.

Notice that our boundary value problem (3.1), (3.6) makes sense with the following
conditions:

v1 = 0, τ = ∞.
In this case, we define the solution as a fixed point of the following integral operator:

u(t) = eAtu0+
t∫

0

eA(t−s) f (u(s), v(s), µ, t)ds,

v(t) =
t∫
∞

eB(t−s)g(u(s), v(s), µ, t)ds.

This operator, as well as the operatorT (see (3.17)), has a unique fixed point in the
spaceH

u(t) = u(t;u0, µ), v(t) = v(t;u0, µ).8

Since the function
(
u(t;u0, µ), v(t;u0, µ)

)
is bounded in theγ -norm, the orbit(u(t), v(t))

belongs to an invariant manifold that corresponds to the eigenvaluesα1, . . . , αn and,
therefore, the functionv0 = V(u0, µ) ≡ v(0;u0, µ) specifies that

1. the extended stable manifold if 0< α < β;
2. the stable manifold ifα < 0< β;
3. the strong stable manifold ifα < β < 0.

8 The functionsu(t;u0, µ) andv(t;u0, µ) dependCk-smoothly on(t;u0, µ) if α ≤ 0, and the smoothness is
bounded by the integer part ofβ/α if α > 0.
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By virtue of the symmetry with respect to the changes

t → τ − t, u→ v, v→ u, u0→ v1, v1→ u0,

A→−B, B→−A, α→−β, β →−α,
there exists an invariant manifold9 that corresponds to the eigenvaluesβ1, . . . , βm, i.e.,

1. the strong unstable manifold if 0< α < β;
2. the unstable manifold ifα < 0< β;
3. the extended unstable manifold ifα < β < 0.

3.2. Estimates for the Derivatives

Theorem 3.1 gives us the estimates (3.8) for the derivatives of the first order with respect
to u0 andv1. In this subsection we estimate any derivatives for the solution (3.7) of the
boundary value problem (3.1), (3.6) up to orderk.

We use the following denotations for the derivatives of a vector functionφ =
(φ1, . . . , φq) ∈ Rq with respect to a vector argumentx = (x1, . . . , xp) ∈ Rp:

∂ |s|φ
∂xs
≡
(
∂s1+···+spφ1

∂xs1
1 · · · ∂x

sp
p
, . . . ,

∂s1+···+spφq

∂xs1
1 · · · ∂x

sp
p

)
.

Here, the vectors = (s1, . . . , sp) consists of nonnegative integer-valued components
and|s| = s1+ · · · + sp.

Theorem 3.2. Let the solution (3.7) of the boundary value problem (3.1), (3.6) lie in a
bounded domain; then the following estimates hold.

1. Let0< α < β; then

∥∥∥∥∥ ∂ |k1|+|k2|+|k3|(u, v)

∂
(
u0, µ

)k1
∂
(
v1, τ

)k2
∂tk3

∥∥∥∥∥ ≤


C if |k1| = |k2| = 0,

C e|k1|αt if |k2| = 0 and|k1|α − β < 0,

C eβ(t−τ)+|k1|ατ if |k2| 6= 0 or |k1|α − β > 0.
(3.31)

2. Letα < 0< β; then

∥∥∥∥∥ ∂ |k1|+|k2|+|k3|(u, v)

∂
(
u0
)k1
∂
(
v1, τ

)k2
∂(t, µ)k3

∥∥∥∥∥ ≤


C if |k1| = |k2| = 0,

C eαt if |k2| = 0 and|k1| 6= 0,

C eβ(t−τ) if |k1| = 0 and|k2| 6= 0,

C eαt+β(t−τ) if |k1| 6= 0 and|k2| 6= 0.

(3.32)

9 The smoothness of this manifold is bounded by the integer part ofα/β if β < 0.
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3. Letα < β < 0; then

∥∥∥∥∥ ∂ |k1|+|k2|+|k3|(u, v)

∂
(
u0
)k1
∂
(
v1, τ, µ

)k2
∂tk3

∥∥∥∥∥ ≤


C if |k1| = |k2| = 0,

C e|k2|β(t−τ) if |k1| = 0 andα − |k2|β < 0,

C eαt−|k2|βτ if |k1| 6= 0 or α − |k2|β > 0.
(3.33)

Here C is some positive constant.

Notice that our boundary value problem is symmetric with respect to the following
change:

t → τ − t, α→−β, β →−α, u→ v,

v→ u, u0→ v1, v1→ u0, k1→ k2, k2→ k1.
(3.34)

Therefore, by Theorem 3.2, we have

Theorem 3.3. Let the solution (3.7) of the boundary value problem (3.1), (3.6) lie in a
bounded domain, then the following estimates hold.

1. Let0< α < β; then

∥∥∥∥∥ ∂ |k1|+|k2|+|k3|(u, v)

∂
(
u0, τ, µ

)k1
∂
(
v1
)k2
∂(τ − t)k3

∥∥∥∥∥ ≤


C if |k1| = |k2| = 0,

C e|k1|αt if |k2| = 0 and|k1|α − β < 0,

C eβ(t−τ)+|k1|ατ if |k2| 6= 0 or |k1|α − β > 0.
(3.35)

2. Letα < 0< β; then

∥∥∥∥∥ ∂ |k1|+|k2|+|k3|(u, v)

∂
(
u0, τ

)k1
∂
(
v1
)k2
∂(τ − t, µ)k3

∥∥∥∥∥ ≤


C if |k1| = |k2| = 0,

C eαt if |k2| = 0 and|k1| 6= 0,

C eβ(t−τ) if |k1| = 0 and|k2| 6= 0,

C eαt+β(t−τ) if |k1| 6= 0 and|k2| 6= 0.
(3.36)

3. Letα < β < 0; then

∥∥∥∥∥ ∂ |k1|+|k2|+|k3|(u, v)

∂
(
u0, τ

)k1
∂
(
v1, µ

)k2
∂(τ − t)k3

∥∥∥∥∥ ≤


C if |k1| = |k2| = 0,

C e|k2|β(t−τ) if |k1| = 0 andα − |k2|β < 0,

C eαt−|k2|βτ if |k1| 6= 0 or α − |k2|β > 0.
(3.37)

Here C is some positive constant.
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Let us prove Theorem 3.2 for the first case, i.e. under the conditions 0< α < β. Note
that the estimates for the derivatives with respect toµ can be reduced to the estimates for
the derivatives with respect tou0. In order to see that it is sufficient to add the equation
µ̇ = 0 to the initial system (3.1) and the conditionµ(0) = µ to the boundary conditions
(3.6).

Note also that the differentiation with respect tot does not change the estimates.
Indeed, by (3.1), we have the following recurrence relations:

∂ |k1|+|k2|+|k3|+|k4|+|k5|u
∂(u0)k1∂(v1)k2∂µk3∂τ k4∂tk5

= ∂ |k1|+|k2|+|k3|+|k4|+|k5−1|(A u+ f (u, v, µ, t))

∂(u0)k1∂(v1)k2∂µk3∂τ k4∂tk5−1
,

∂ |k1|+|k2|+|k3|+|k4|+|k5|v
∂(u0)k1∂(v1)k2∂µk3∂τ k4∂tk5

= ∂ |k1|+|k2|+|k3|+|k4|+|k5−1|(B v + g(u, v, µ, t))

∂(u0)k1∂(v1)k2∂µk3∂τ k4∂tk5−1
.

(3.38)

So, by (3.38),

∂ |k1|+|k2|+|k3|+|k4|+|k5|(u, v)
∂(u0)k1∂(v1)k2∂µk3∂τ k4∂tk5

= O

(
∂ |k1|+|k2|+|k3|+|k4|(u, v)
∂(u0)k1∂(v1)k2∂µk3∂τ k4

)
.

In order to find the estimates for the derivatives with respect toτ we use the following
trick. By the definition of the solution of the boundary value problem we have the
following identities:

u(t;u0, v1, τ, µ) ≡ u(t;u0, v(τ + δ;u0, v1, τ, µ), τ + δ, µ) ,

v(t;u0, v1, τ, µ) ≡ v(t;u0, v(τ + δ;u0, v1, τ, µ), τ + δ, µ) ,
(3.39)

The differentiation of the identities (3.39) with respect toδ gives us the following equality:

∂(u, v)

∂v1

∂v

∂t

∣∣∣∣
t=τ
+ ∂(u, v)

∂τ
≡ 0. (3.40)

This formula implies that the differentiation with respect toτ is “analogous” to the
differentiation with respect tov1, i.e.

∂ |k1|+|k2|+|k3|+|k4|(u, v)
∂(u0)k1∂(v1)k2∂µk3∂τ k4

= O

(
∂ |k1|+|k6|+|k3|(u, v)
∂(u0)k1∂(v1)k6∂µk3

)
, (3.41)

where|k6| = |k2| + |k4|.
So, to prove Theorem 3.2, under the condition 0< α < β, we need to check the

following estimates:∥∥∥∥∥ ∂ |k1|+|k2|(u, v)

∂
(
u0
)k1
∂
(
v1
)k2

∥∥∥∥∥ ≤


C e|k1|αt if |k2| = 0 and|k1|α − β < 0,

C eβ(t−τ)+|k1|ατ if |k2| 6= 0 or |k1|α − β > 0.
(3.42)

We prove the validity of these estimates by induction on|k1| + |k2|. By virtue of
Theorem 3.1 (see (3.8)), the estimates are fulfilled for|k1| + |k2| = 1. Assume that the
estimates (3.42) are fulfilled for anyk1 andk2 such that|k1| + |k2| ≤ q. Let us show the
validity of the estimates for anyk1 andk2 such that|k1| + |k2| = q + 1.
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Take anyk1 andk2 such that 2≤ |k1| + |k2| = q + 1 ≤ k. Since the solution of the
boundary value problem is a fixed point of the operatorT (see (3.17)), the derivative
∂ |k1|+|k2|(u,v)
∂(u0)

k1∂(v1)
k2

satisfies the following equation:

∂ |k1|+|k2|u

∂
(
u0
)k1
∂
(
v1
)k2
=

t∫
0

eA(t−s) ∂
|k1|+|k2| f (u, v, µ, s)

∂
(
u0
)k1
∂
(
v1
)k2

ds,

∂ |k1|+|k2|v

∂
(
u0
)k1
∂
(
v1
)k2
=

t∫
τ

eB(t−s) ∂
|k1|+|k2|g(u, v, µ, s)

∂
(
u0
)k1
∂
(
v1
)k2

ds,

(3.43)

where the derivatives of the composite functionsf (u(s;u0, v1, τ, µ), v(s;u0, v1, τ, µ),

µ, s) and g(u(s;u0, v1, τ, µ), v(s;u0, v1, τ, µ), µ, s) are calculated by the following
formula:

∂ |k1|+|k2|( f, g)

∂(u0)k1∂(v1)k2
= ∂( f, g)

∂(u, v)

∂ |k1|+|k2|(u, v)
∂(u0)k1∂(v1)k2

+
|k1|+|k2|∑
|i |=2

∂
|i |( f, g)

∂(u, v)i
∑

|l1|+···+|l |i ||=|k1|
|p1|+···+|p|i ||=|k2|
|lm|+|pm|≥1

(
C l1...l |i |

p1...p|i |

|i |∏
j=1

∂ |l j |+|pj |(u, v)
∂(u0)l j ∂(v1)pj

). (3.44)

HereC l1...l |i |
p1...p|i |

are some constants. Notice, by the proposition of induction, the derivatives

∂
|l j |+|pj |(u,v)

∂(u0)
l j ∂(v1)

pj
satisfy the estimates (3.42) because|l j | + |pj | ≤ q.

Let us consider the spaceN of continuous functions(η1(t), η2(t)) which are defined
on the segmentt ∈ [0; τ ]. The spaceN with theγ -norm (see (3.15), (3.16)) is a complete
metric space. Formulas (3.43) and (3.44) associate a mapP : N → N. Namely, we
define(η̄1, η̄2) = P [(η1, η2)] by the following relations:

η̄1 =
t∫

0

eA(t−s) ∂ f

∂(u, v)
(η1, η2)ds+

t∫
0

eA(t−s)
|k1|+|k2|∑
|i |=2

(
∂ |i | f
∂(u, v)i

· · ·
)

ds,

η̄2 =
t∫

τ

eB(t−s) ∂g

∂(u, v)
(η1, η2)ds+

t∫
τ

eB(t−s)
|k1|+|k2|∑
|i |=2

(
∂ |i |g
∂(u, v)i

· · ·
)

ds.

(3.45)

In order to obtain the formulas (3.45), we substituted(η1, η2) for ∂ |k1|+|k2|(u,v)
∂(u0)k1∂(v1)k2

in the

right-hand side of the equation (3.43) and(η̄1, η̄2) for ∂ |k1|+|k2|(u,v)
∂(u0)k1∂(v1)k2

in the left-hand side.

Thus, the derivative∂
|k1|+|k2|(u,v)

∂(u0)k1∂(v1)k2
is a fixed point ofP.

Notice that the mapP is a linear operator. It can be represented in the following form:

(η̄1, η̄2) = A (η1, η2)+ B, (3.46)
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where

A (η1, η2) ≡
 t∫

0

eA(t−s) ∂ f

∂(u, v)
(η1, η2)ds,

t∫
τ

eB(t−s) ∂g

∂(u, v)
(η1, η2)ds

, (3.47)

and

B ≡
 t∫

0

eA(t−s)
|k1|+|k2|∑
|i |=2

(
∂ |i | f
∂(u, v)i

· · ·
)

ds,

t∫
τ

eB(t−s)
|k1|+|k2|∑
|i |=2

(
∂ |i |g
∂(u, v)i

· · ·
)

ds

.
(3.48)

By (3.2)–(3.5) and (3.47), there exists a constantρ < 1 such that‖A‖ ≤ ρ, i.e., the
operatorP satisfies the contraction property

dist(P(η1, η2)) ≤ ρ dist(η1, η2) .

It means, in particular, that the derivative∂
|k1|+|k2|(u,v)

∂(u0)k1∂(v1)k2
is a unique fixed point of the

operatorP and, moreover,∥∥∥∥ ∂ |k1|+|k2|(u, v)
∂(u0)k1∂(v1)k2

∥∥∥∥ ≤ (1− ρ)−1 ‖B‖ . (3.49)

Therefore, by (3.49) and (3.48), there exists a constantD such that∥∥∥∥ ∂ |k1|+|k2|(u, v)
∂(u0)k1∂(v1)k2

∥∥∥∥
≤ D max

i=2...|k1|+|k2|
|l1|+···+|l i |=|k1|
|p1|+···+|pi |=|k2|
|lm|+|pm|≥1

 t∫
0

i∏
j=1

∥∥∥∥ ∂ |l j |+|pj |(u, v)
∂(u0)l j ∂(v1)pj

∥∥∥∥ds;
τ∫

t

eβ(t−s)
i∏

j=1

∥∥∥∥ ∂ |l j |+|pj |(u, v)
∂(u0)l j ∂(v1)pj

∥∥∥∥ds

.
(3.50)

By the proposition of induction, the derivatives∂
|l j |+|pj |(u,v)

∂(u0)
l j ∂(v1)

pj
satisfy the estimates (3.42)

and, therefore, the right-hand side of inequality (3.50) can be estimated indeed. Thus,
by the relations (3.50) and (3.42), we must estimate the maximum of the integrals

t∫
0

eα(t−s) em1αs em2β(s−τ)+m3ατds and

τ∫
t

eβ(t−s) em1αs em2β(s−τ)+m3ατds,

wherem1+m3 = |k1| and, moreover,m2 = m3 = 0 if |k2| = 0 and(|k1|−1)α−β < 0.
Obviously, the integrals satisfy the estimates (3.42).

So, Theorem 3.2 is proved for the case 0< α < β. The statements of the theorem
for the other cases can be proved in the same way.

3.3. Behavior of the Derivatives Ifτ →∞

In Section 3.2 we obtained the estimates for the derivatives of solutions of the boundary
value problem. Below we study the convergences of these derivatives ifτ →∞.
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By virtue of the inequalities (3.31)–(3.33) and (3.35)–(3.37), some of the derivatives
tend to zero ifτ →∞ because their norms go to zero. It is clear also that some of the
derivatives do not have limits since their norms are unbounded. In this subsection we
consider derivatives that are uniformly bounded by some positive constants. Namely, we
study here the convergences of the following functions:

∂ |k1|+|k3|(u, v)

∂
(
u0, µ

)k1
∂tk3

∣∣∣∣∣
t=t0

if 0< |k1|α < β,

∂ |k1|+|k3|(u, v)

∂
(
u0
)k1
∂(t, µ)k3

∣∣∣∣∣
t=t0

if α < 0< β,

∂ |k1|+|k3|(u, v)

∂
(
u0
)k1
∂tk3

∣∣∣∣∣
t=t0

if α < β < 0,

∂ |k2|+|k3|(u, v)

∂
(
v1
)k2
∂(τ − t)k3

∣∣∣∣∣
τ−t=t0

if 0< α < β,

∂ |k2|+|k3|(u, v)

∂
(
v1
)k2
∂(τ − t, µ)k3

∣∣∣∣∣
τ−t=t0

if α < 0< β,

∂ |k2|+|k3|(u, v)

∂
(
v1, µ

)k2
∂(τ − t)k3

∣∣∣∣∣
τ−t=t0

if α < |k2|β < 0.

(3.51)

Unfortunately, in the general case, the derivatives (3.51) do not have limits ifτ → ∞,
but, under some additional conditions, convergence takes place. The next two theorems,
3.4 and 3.5, give us these conditions.

Below, for any functionsφ(t),ψ(t) and constants%, τ , we use the following denota-
tions:

Dist(φ; ψ)%,τ ≡ sup
t∈(0;τ)

(‖φ(t)− ψ(t)‖e−%t
)
,

Dist(φ; ψ)−%,τ ≡ sup
t∈(0;τ)

(‖φ(t)− ψ(t)‖e−%(τ−t)
)
. (3.52)

Theorem 3.4. Letτ →+∞ andµ→ µ∗. Also let the boundary conditions u0, v1 vary
in such a way that the solution (3.7) of the boundary value problem (3.1), (3.6) lies in a
bounded domain and the point(u0, v0) ≡ (u(t = 0;u0, v1, τ, µ), v(t = 0;u0, v1, τ, µ))

converges to a point(u0
∗, v

0
∗). Then there exist functions Ak1k3(t), Bk1k3(t), and Ck1k3(t)
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such that

Dist

(
∂ |k1|+|k3|(u, v)

∂
(
u0, µ

)k1
∂tk3

; Ak1k3

)
σ,τ

→ 0 if 0< |k1|α < σ < β,

Dist

(
∂ |k1|+|k3|(u, v)

∂
(
u0
)k1
∂(t, µ)k3

; Bk1k3

)
σ,τ

→ 0 if α < 0< β, α < σ < β,

Dist

(
∂ |k1|+|k3|(u, v)

∂
(
u0
)k1
∂tk3

; Ck1k3

)
σ,τ

→ 0 if α < σ < β < 0,

(3.53)

where|k1| + |k3| ≤ k.

Notice, by virtue of the changes (3.34), Theorem 3.4 directly implies the following result.

Theorem 3.5. Let τ → +∞ and µ → µ∗. Let also the boundary conditions u0,
v1 vary in such a way that the solution (3.7) of the boundary value problem (3.1),
(3.6) lies in a bounded domain and the point(u1, v1) ≡ (u(t = τ ;u0, v1, τ, µ), v(t =
τ ;u0, v1, τ, µ))converges to a point(u1

∗, v
1
∗). Then there exist functions A−k2k3

(t), B−k2k3
(t),

and C−k2k3
(t) such that

Dist

(
∂ |k2|+|k3|(u, v)

∂
(
v1
)k2
∂(τ − t)k3

; A−k2k3

)−
σ,τ

→ 0 if 0< α < σ < β,

Dist

(
∂ |k2|+|k3|(u, v)

∂
(
v1
)k2
∂(τ − t, µ)k3

; B−k2k3

)−
σ,τ

→ 0 if α < 0< β, α < σ < β,

Dist

(
∂ |k2|+|k3|(u, v)

∂
(
v1, µ

)k2
∂(τ − t)k3

; C−k2k3

)−
σ,τ

→ 0 if α < σ < |k2|β < 0,

(3.54)

where|k2| + |k3| ≤ k.

Now we shall prove Theorem 3.4 for the first case, i.e., under the condition 0< |k1|α <
σ < β. Note that, by the considerations of the previous subsection, the derivatives with
respect toµ andt can be calculated via derivatives with respect tou0. So, we must prove
the statement for∂

|k1|(u,v)
∂(u0)k1

only.

First, let us prove the theorem fork1 such that|k1| = 1, i.e., for∂(u,v)
∂u0 . Let the sequences

u0
i , v1

i , τi , andµi , (i = 1,2,3, . . .) satisfy the theorem conditions. In this case, for any
fixed τ0, the appropriate solutions(ui (t;u0

i , v
1
i , τi , µi ), vi (t;u0

i , v
1
i , τi , µi )) converge

uniformly on t ∈ [0, τ0] to a solution of the initial value problem
(u∗(t;u0

∗, v
0
∗, µ∗), v∗(t;u0

∗, v
0
∗, µ∗)) that starts from the point(u0

∗, v
0
∗), i.e.,

sup
t∈(0,τ0)

‖(ui (t), vi (t))− (u∗(t), v∗(t))‖ → 0. (3.55)
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It means, in particular, that for anyδ > 0,

Dist

(
∂( f, g)

∂
(
u0, v1

) (ui , vi , µi , s) ; ∂( f, g)

∂
(
u0, v1

) (u∗, v∗, µ∗, s))
δ,τi

→ 0 if τi →∞.
(3.56)

We shall show that the sequence of the derivatives∂(ui ,vi )

∂u0 is a Cauchy sequence in the
following sense: For anyε > 0, there exists a constantN(ε) such that

Dist

(
∂(ul , vl )

∂u0
; ∂(up, vp)

∂u0

)
σ,τl

≤ ε,

if l > N(ε), p > N(ε), andα < σ < β.10 Since the solution(ui , vi ), (i = l , p) is a
fixed point of the operatorT (see (3.17)), the derivative∂(ui ,vi )

∂u0 satisfies the following
equality:



∂ui

∂u0
= eAt +

t∫
0

eA(t−s) ∂ f

∂
(
u0, v1

) (ui , vi , µi , s)
∂(ui , vi )

∂u0
ds,

∂vi

∂u0
=

t∫
τi

eB(t−s) ∂g

∂
(
u0, v1

) (ui , vi , µi , s)
∂(ui , vi )

∂u0
ds.

(3.57)

Therefore, for any fixedt ∈ [0, τl ], by (3.2)–(3.5), (3.31), (3.52), (3.56), and (3.57), we
have∥∥∥∥ ∂ul

∂u0
− ∂up

∂u0

∥∥∥∥
≤

t∫
0

eα(t−s)

∥∥∥∥∥∥ ∂ f

∂
(
u0, v1

) ∣∣∣∣∣
(ul ,vl ,µl )

∂(ul , vl )

∂u0
− ∂ f

∂
(
u0, v1

) ∣∣∣∣∣
(up,vp,µp)

∂(up, vp)

∂u0

∥∥∥∥∥∥ds

≤
t∫

0

eα(t−s)

∥∥∥∥∥∥ ∂ f

∂
(
u0, v1

) ∣∣∣∣∣
(ul ,vl ,µl )

∥∥∥∥∥∥ Dist

(
∂(ul , vl )

∂u0
; ∂(up, vp)

∂u0

)
σ,τl

eσsds

+
t∫

0

eα(t−s) Dist

 ∂ f

∂
(
u0, v1

) ∣∣∣∣∣
(ul ,vl ,µl )

; ∂ f

∂
(
u0, v1

) ∣∣∣∣∣
(up,vp,µp)


δ,τl

eδs
∥∥∥∥∂(up, vp)

∂u0

∥∥∥∥ds

≤ ε1 Dist

(
∂(ul , vl )

∂u0
; ∂(up, vp)

∂u0

)
σ,τl

eσ t + ε2(N)e
(α+δ)t , (3.58)

10 Without loss of generality, we assume thatτl ≤ τp.
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∂u0
− ∂vp

∂u0

∥∥∥∥
≤

τl∫
t

eβ(t−s)

∥∥∥∥∥∥ ∂g

∂
(
u0, v1

) ∣∣∣∣∣
(ul ,vl ,µl )

∂(ul , vl )

∂u0
− ∂g

∂
(
u0, v1

) ∣∣∣∣∣
(up,vp,µp)

∂(up, vp)

∂u0

∥∥∥∥∥∥ds

+
τp∫
τl

eβ̃(t−s)

∥∥∥∥∥∥ ∂g

∂
(
u0, v1

) ∣∣∣∣∣
(up,vp,µp)

∂(up, vp)

∂u0

∥∥∥∥∥∥ds

≤
τl∫

t

eβ̃(t−s)

∥∥∥∥∥∥ ∂g

∂
(
u0, v1

) ∣∣∣∣∣
(ul ,vl ,µl )

∥∥∥∥∥∥ Dist

(
∂(ul , vl )

∂u0
; ∂(up, vp)

∂u0

)
σ,τl

eσsds

+
τl∫

t

eβ̃(t−s) Dist

 ∂g

∂
(
u0, v1

) ∣∣∣∣∣
(ul ,vl ,µl )

; ∂g

∂
(
u0, v1

) ∣∣∣∣∣
(up,vp,µp)


δ,τl

eδs
∥∥∥∥∂(up, vp)

∂u0

∥∥∥∥ds

+
τp∫
τl

eβ̃(t−s)

∥∥∥∥∥∥ ∂g

∂
(
u0, v1

) ∣∣∣∣∣
(up,vp,µp)

∥∥∥∥∥∥
∥∥∥∥∂(up, vp)

∂u0

∥∥∥∥ds

≤ ε3 Dist

(
∂(ul , vl )

∂u0
; ∂(up, vp)

∂u0

)
σ,τl

eσ t + ε4(N)e
(α+δ)t + ε5eβ(t−τl )+ατl , (3.59)

where the constantsε1, ε3, δ can be made arbitrarily small andε2(N)→ 0, ε4(N)→ 0
if N →∞. By the inequalities (3.58) and (3.59), the following relation holds:

Dist

(
∂(ul , vl )

∂u0
; ∂(up, vp)

∂u0

)
σ,τl

≤ ε6 Dist

(
∂(ul , vl )

∂u0
; ∂(up, vp)

∂u0

)
σ,τl

+ ε7(N),

(3.60)
where ε6 < 1 and ε7(N) → 0 if N → ∞. Formula (3.60) implies that
Dist( ∂(ul ,vl )

∂u0 ; ∂(up,vp)

∂u0 )σ,τl → 0 at N →∞, i.e., the sequence of the derivatives∂(ui ,vi )

∂u0 is
a Cauchy sequence and, therefore, it has a limit.

So, we have proved the statement of Theorem 3.4 for the derivatives∂ |k1|(u,v)
∂(u0)k1

such that
|k1| = 1. The statement of the theorem for the higher order derivatives (2≤ |k1| < k)
may be proved by induction on|k1|.

3.4. A Boundary Value Problem for the System Xµ

In this subsection we evaluate behavior of orbits of the systemXµ near equilibriaO
using the results obtained above.

It is well known that in a neighborhood of the saddleO one can introduce local
coordinates(x, y, z), x ∈ Rn, y ∈ R1, z ∈ Rm−1, such that the systemXµ takes the formẋ = Ax+ f x(x, y, z, µ),

ẏ = γ y+ f y(x, y, z, µ),
ż = Bz+ f z(x, y, z, µ),

(3.61)

whereA is a matrix(n× n) and SpectrA = {λ1 . . . λn}, B is a matrix(m− 1×m− 1)
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and SpectrB = {γ2 . . . γm}, γ ≡ γ1. Remember that, by the condition(A), we have the
relations

max
i=1,...,n

Reλi < 0< γ < min
i=2,...,m

Reγi . (3.62)

The functions f x, f y, f z areCr -smooth(k ≥ 1) with respect to the phase variables
(x, y, z) and the parameterµ. Moreover, these functions satisfy the following equalities:

( f x, f y, f z)|(x,y,z)=0 = 0,
∂ ( f x, f y, f z)

∂(x, y, z)

∣∣∣∣
(x,y,z,µ)=0

= 0. (3.63)

Below we are interested in the solutions of the system (3.61) satisfying the following
boundary conditions:

x(0) = x0, y(0) = y0, z(τ ) = z1, τ > 0, (3.64)

with smallx0, y0, andz1. So, the problem (3.61), (3.64) is a boundary value problem of
the kind (3.1), (3.6).11

By virtue of Theorem 3.2 (see (3.31)), the solution

(x(t), y(t), z(t)) ≡ (x(t; x0, y0, z1, τ, µ), y(t; x0, y0, z1, τ, µ), z(t; x0, y0, z1, τ, µ)
)

(3.65)
of the boundary value problem (3.61), (3.64) satisfies the following inequalities:∥∥∥∥∂(x, y, z)

∂t

∥∥∥∥ ≤ C,

∥∥∥∥ ∂(x, y, z)

∂(x0, y0, µ)

∥∥∥∥ ≤ C eαt ,

∥∥∥∥∂(x, y, z)

∂(z1, τ )

∥∥∥∥ ≤ C eβ(t−τ),

(3.66)
where

max
i=1,...,n

Reλi < 0< γ < α < β < min
i=2,...,m

Reγi . (3.67)

Moreover, by Theorems 3.4 and 3.5, ifµ→ 0, τ →∞, and

(x0, y0, z0) ≡ (x(0), y(0), z(0))→ (x+, y+, z+) ∈ Ws,

(x1, y1, z1) ≡ (x(τ ), y(τ ), z(τ ))→ (x−, y−, z−) ∈ Wu,

then

∂(x, y, z)

∂
(
x0, y0, µ, t

) ∣∣∣∣∣
t=0

→ A, ∂(x, y, z)

∂
(
z1, τ, t

) ∣∣∣∣∣
t=τ
→ B, (3.68)

whereA andB are some matrices.

11 We use(x, y) for the variableu and the variablez for v.



An Existence Theorem of Smooth Nonlocal Center Manifolds 551

4. Local and Global Maps

The proof of the main Theorem 2.1 is based on the investigation of the Poincar´e map
along the orbits of the systemXµ in a neighborhood of the homoclinic loop. This map
may be represented as a superposition of two maps:Tloc andTgl , whereTloc is defined
by the flow of the system near the equilibrium point andTgl is defined by the flow near
the global piece of the homoclinic trajectory0. Using the form (3.61) for the systemXµ,
we shall construct cross sectionsS0, S1 near the equilibriaO and investigate properties
of the first return mapsTloc : S0→ S1, Tgl : S1→ S0.

By virtue of the system (3.61), the stable manifoldWs of the point O is an n-
dimensional surface that, whenµ = 0, is tangent to the plane(y, z) = 0 at the point
O = (0,0,0). This means thatWs is locally the graph of a smooth function,

(y, z) = (ys(x, µ), zs(x, µ)
)
,

where (
ys(0, µ), zs(0, µ)

) = 0,
∂ (ys, zs)

∂x

∣∣∣∣
(x,µ)=0

= 0.

The unstable manifoldWu of O is locally the graph of a smooth function

x = xu(y, z, µ),

where

xu(0,0, µ) = 0,
∂xu

∂ (y, z)

∣∣∣∣
(y,z,µ)=0

= 0.

If µ = 0 andt → +∞, the orbit0 ⊂ Ws ∩Wu tends toO. Therefore, there exist
small enoughε > 0, δ > 0, andµ such that the surface

S0 = {(x, y, z) | ‖x‖ = ε, ∥∥(x − x+, y− y+, z− z+
)∥∥ ≤ δ} (4.1)

is a cross section for the orbits close to0; here(x+, y+, z+) are the coordinates of a
point of the first intersection of0 with the surface‖x‖ = ε (see Figure 9).

Since the orbit0 ⊂ Ws ∩ Wu does not belong to the strong-unstable submanifold
Wuu (see condition(C)), 0 leaves the equilibrium pointO tending toward they-axis,
which corresponds to the leading direction. Without loss of generality, we assume that
0 leavesO in the positive direction of they-axis. In this case, ifδ > 0, y− > 0, andµ
are small enough, the surface,

S1 = {(x, y, z) | y = y−,
∥∥(x − x−, z− z−

)∥∥ ≤ δ} , (4.2)

is a cross section for the orbits close to0; here(x−, y−, z−) are the coordinates of a
point of the first intersection of0 with the surfacey = y−.

Thus, we have constructed two cross sections in a small neighborhood of the equi-
librium point O: S1 andS0. It is clear that the dimension of the cross sections equals
(n + m − 1) and, without loss of generality, we may consider the coordinates
(x1, . . . , xn, z1, . . . , zm−1) as coordinates(x1, z1) on the cross sectionS1 and the coordi-
nates(x1, . . . , xn−1, y, z1, . . . , zm−1) as coordinates(x0, y0, z0) on the cross sectionS0.
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Fig. 9. Two cross sectionsS0 andS1 can be constructed
for orbits of Xµ near the loopL = O ∪ 0.

The Poincar´e mapT : S0 → S0 is the superposition ofTloc : S0 → S1 andTgl :
S1→ S0. The mapTgl : S1→ S0 is a diffeomorphism because the flight time fromS1

to S0 is bounded. ThereforeT−1
gl : S0→ S1 may be represented in the following form:

(
x1− x−(µ)
z1− z−(µ)

)
=
(

a11(µ) a12(µ)

a21(µ) a22(µ)

)x0− x+(µ)
y0− y+(µ)
z0− z+(µ)

+ (φ(x0, y0, z0, µ)

ψ(x0, y0, z0, µ)

)
, (4.3)

where

det

(
a11 a12

a21 a22

)
6= 0.

Herea11,a22,a12,a21 are matrices of the dimensions(n×n), (m−1×m−1), (n×m−1),
(m−1×n), respectively. The smooth functionsφ(x0, y0, z0, µ),ψ(x0, y0, z0, µ) contain
only the nonlinear terms on(x0− x+, y0− y+, z0− z+) and are defined in the domain{

(x0, y0, z0, µ) | ∥∥(x0− x+, y0− y+, z0− z+, µ
)∥∥ ≤ δ}. (4.4)

Note that we assume that the manifoldWs+ transversely intersects the leaves of the
foliation Fu (condition(D)). This assumption means exactly the same as the condition

det(a11) 6= 0. (4.5)

Consider the local mapTloc : S0→ S1. The study of this map is not so trivial because
the flight time of orbits that go fromS0 to S1 is unbounded. Moreover the infimumτ ∗

of the flight times can be made arbitrarily big by choosing smallδ. In order to obtain the
local map, we use the boundary value problem (3.61), (3.64). According to this problem,
for givenτ and smallx0, y0, z1, there exists a unique orbit

(x(t), y(t), z(t)) ≡ (x(t; x0, y0, z1, τ, µ), y(t; x0, y0, z1, τ, µ), z(t; x0, y0, z1, τ, µ)
)
,
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which, att = 0, starts with a point(x0, y0, z0) and reaches a point(x1, y1, z1) at t = τ .
This means that the following equalities are fulfilled:

x1 = x(τ ; x0, y0, z1, τ, µ),

y1 = y(τ ; x0, y0, z1, τ, µ),

z0 = z(0; x0, y0, z1, τ, µ).

(4.6)

If we fix y1 = y− > 0 and‖x0‖ = ε, the first and third equations of the system (4.6)
give implicitly the mapTloc : (x0, y0, z0) 7→ (x1, z1) from S0 to S1 whereτ should be
expressed from the second equation of the system (4.6) as a function of(x0, y0, z1, µ):

x1 = x(τ (x0, y0, z1, µ); x0, y0, z1, τ (x0, y0, z1, µ), µ),

z0 = z(0; x0, y0, z1, τ (x0, y0, z1, µ), µ),
(4.7)

where

y− ≡ y(τ (x0, y0, z1, µ); x0, y0, z1, τ (x0, y0, z1, µ), µ). (4.8)

We shall show (see (4.17)) that

∂y

∂t

∣∣∣∣
t=τ
+ ∂y

∂τ

∣∣∣∣
t=τ
6= 0.

Therefore, the flight timeτ > τ ∗(δ) can indeed be found from the equation (4.8) and
the local mapTloc may be represented in the following form:

x1 = f (x0, y0, z1, µ),

z0 = g(x0, y0, z1, µ).
(4.9)

Sincey− > 0, the functionsf , g are defined in the domain{
(x0, y0, z1, µ) | ∥∥(x0− x+, y0− y+, z1− z−, µ

)∥∥ ≤ δ, y0 > ys(x0, µ)
}
, (4.10)

where the functiony = ys(x0, µ) gives they-coordinate of the intersection of the stable
manifoldWs with the cross sectionS0.

Notice the relation that follows from the identity (4.8):

∂τ

∂(x0, y0, z1, µ)
= −

(
∂y

∂t

∣∣∣∣
t=τ
+ ∂y

∂τ

∣∣∣∣
t=τ

)−1
∂y

∂(x0, y0, z1, µ)

∣∣∣∣
t=τ
. (4.11)

By formulas (4.7), (4.9), and (4.11) we have

∂ f

∂(x0, y0, z1, µ)
≡ ∂x1

∂(x0, y0, z1, µ)

= ∂x

∂(x0,y0,z1,µ)

∣∣∣∣
t=τ
−
(
∂x

∂t

∣∣∣∣
t=τ
+ ∂x

∂τ

∣∣∣∣
t=τ

)(
∂y

∂t

∣∣∣∣
t=τ
+ ∂y

∂τ

∣∣∣∣
t=τ

)−1
∂y

∂(x0,y0,z1,µ)

∣∣∣∣
t=τ
,

∂g

∂(x0, y0, z1, µ)
≡ ∂z0

∂(x0, y0, z1, µ)

= ∂z

∂(x0, y0, z1, µ)

∣∣∣∣
t=0

− ∂z

∂τ

∣∣∣∣
t=0

(
∂y

∂t

∣∣∣∣
t=τ
+ ∂y

∂τ

∣∣∣∣
t=τ

)−1
∂y

∂(x0, y0, z1, µ)

∣∣∣∣
t=τ
. (4.12)
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By the identity (3.40), we also have the relation

∂y

∂z1

∣∣∣∣
t=τ

∂z

∂t

∣∣∣∣
t=τ
+ ∂y

∂τ

∣∣∣∣
t=τ
≡ 0. (4.13)

The orbit0 leaves the equilibriaO tending in the leading direction (positivey-axis);
therefore,

∂z

∂t

∣∣∣∣
t=τ
= o

(
∂y

∂t

∣∣∣∣
t=τ

)
at y− → 0. (4.14)

The estimates (3.66) imply that ∥∥∥∥ ∂y

∂z1

∣∣∣∣
t=τ

∥∥∥∥ ≤ C. (4.15)

So, by (4.13), (4.14), and (4.15),

∂y

∂τ

∣∣∣∣
t=τ
= o

(
∂y

∂t

∣∣∣∣
t=τ

)
at y− → 0. (4.16)

Since ∂y
∂t

∣∣∣
t=τ
∼ γ y−, formula (4.16) implies that

∂y

∂t

∣∣∣∣
t=τ
+ ∂y

∂τ

∣∣∣∣
t=τ
∼ γ y− > 0. (4.17)

Sincey− is fixed, formula (4.17) implies that(
∂y

∂t

∣∣∣∣
t=τ
+ ∂y

∂τ

∣∣∣∣
t=τ

)−1

<
2

γ y−
, (4.18)

i.e., ( ∂y
∂t |t=τ + ∂y

∂τ
|t=τ )−1 is bounded. Now, according to the estimates (3.66) for the

boundary value problem (3.61), (3.64), and by (4.12), (4.18), we have the following
relations:∥∥∥∥ ∂x1

∂(x0, y0, µ)

∥∥∥∥ ≡ ∥∥∥∥ ∂ f

∂(x0, y0, µ)

∥∥∥∥ ≤ D eατ ,

∥∥∥∥∂x1

∂z1

∥∥∥∥ ≡ ∥∥∥∥ ∂ f

∂z1

∥∥∥∥ ≤ d,∥∥∥∥ ∂z0

∂(x0, y0, µ)

∥∥∥∥ ≡ ∥∥∥∥ ∂g

∂(x0, y0, µ)

∥∥∥∥ ≤ d,

∥∥∥∥∂z0

∂z1

∥∥∥∥ ≡ ∥∥∥∥ ∂g

∂z1

∥∥∥∥ ≤ D e−βτ ,

(4.19)

whereD andd are some constants and the constantsα andβ satisfy inequalities (3.67).
Moreover, ifµ→ 0, τ → ∞, (x0, y0, z0)→ (x+, y+, z+) ∈ Ws, and(x1, y1, z1)→
(x−, y−, z−) ∈ Wu, by (3.68), we have

∂x1

∂z1
≡ ∂ f

∂z1
→ Ā, ∂z0

∂(x0, y0, µ)
≡ ∂g

∂(x0, y0, µ)
→ B̄, (4.20)

whereĀ andB̄ are fixed matrices. Without loss of generality, we may assume thatĀ ≡ 0
andB̄ ≡ 0. Otherwise, we shall change the variablesx1 7→ x1

new on S1 andz0 7→ z0
new

on S0 in the following way:

x1
new = x1− Āz1, z0

new = z0− B̄(x0, y0, µ). (4.21)

So, we have

d = o(1) if τ →+∞. (4.22)
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5. Redefinition of the Local and Global Maps

In order to establish the existence of the center manifoldMcs, we must show that the cross
sectionS0 contains an invariant set with respect to the operatorT = Tgl ◦Tloc and that this
set is the graph of some vector-functionz0 = h0

∗(x
0, y0, µ). Below we use the regular

method, which is based on proving the contractibility for the graph transformations (see
Section 6). Namely, we show that the operatorT induces a contraction operatorP in a
complete metric spaceH0 of functionsz0 = h0(x0, y0, µ). However, to construct the
operatorP, we must redefine the mapsTgl andTloc in an extended domain and, by that,
redefine the Poincar´e mapT = Tgl ◦ Tloc.

Consider first the global mapTgl : S1 → S0. As we have seen in Section 3.4, the
inverse mapT−1

gl : S0 → S1 is given by the formula (4.3). We redefineT−1
gl by the

following formulas:

x1 = 8(x0, y0, z0, µ)

≡ x−(µ)+ a11(µ)

(
x0− x+(µ)
y0− y+(µ)

)
+ a12(µ)

(
z0− z+(µ)

)
+ ϑ(‖(x0− x+, y0− y+)‖/δ)φ(x0, y0, z0, µ),

z1 = 9(x0, y0, z0, µ) ≡ z−(µ)

+
(

a21(µ)

(
x0− x+(µ)
y0− y+(µ)

)
+ a22(µ)

(
z0− z+(µ)

)+ ψ(x0, y0, z0, µ)

)

× ϑ(‖(x0− x+, y0− y+)‖/δ), (5.1)

whereϑ(t) is aC∞-function such that

ϑ(t) =
{

1, if t ≤ 1,
0, if t ≥ 2,

∣∣∣∣∂ϑ(t)∂t

∣∣∣∣ < 2. (5.2)

Observe that the redefined map coincides with the initial map if‖(x0−x+, y0−y+)‖ < δ,
but functions8 and9 are defined in the larger domain

Ägl =
{
(x0, y0, z0, µ) | ∥∥(z0− z+, µ

)∥∥ ≤ δ (x0, y0
) ∈ Rn

}
. (5.3)

Let us consider now the local mapTloc : S0→ S1 (see (4.9)). We overwriteTloc as

x1 = F(x0, y0, z1, µ)

≡ ϑ(‖(x0− x+, y0− y+)‖/δ) f (x0, |y0− ys(x0, µ)| + ys(x0, µ), z1, µ),

z0 = G(x0, y0, z1, µ)

≡ ϑ(‖(x0− x+, y0− y+)‖/δ)g(x0, |y0− ys(x0, µ)| + ys(x0, µ), z1, µ). (5.4)
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The functionsf andg, defining the local map (4.9), coincide with the functionsF and
G, respectively, if‖(x0 − x+, y0 − y+)‖ < δ andy0 > ys(x0, µ), but the functionsF
andG are defined for any(x0, y0) ∈ Rn, i.e., in the domain

Äloc =
{
(x0, y0, z1, µ) | ∥∥(z1− z−, µ

)∥∥ ≤ δ, (x0, y0) ∈ Rn
}
. (5.5)

Moreover, by (4.19), (4.22), (5.2), and (5.4),F andG satisfy the following estimates:∥∥∥∥ ∂F

∂(x0, y0, µ)

∥∥∥∥ ≤ M eατ ,

∥∥∥∥ ∂F

∂z1

∥∥∥∥ = o(1) if τ →∞,∥∥∥∥ ∂G

∂(x0, y0, µ)

∥∥∥∥ = o(1) if τ →∞,
∥∥∥∥ ∂G

∂z1

∥∥∥∥ ≤ M e−βτ .
(5.6)

HereM is a constant and the constantsα andβ satisfy inequalities (3.67).

6. Existence of the Lipschitz Center Manifold

Introduce the spaceH0 of bounded(m − 1)-dimensional vector-functionsz0 =
h0(x0, y0, µ) defined in the domain

D0 = {(x0, y0, µ) | (x0, y0) ∈ Rn, ‖µ‖ < δ
}
. (6.1)

Let the functionsh0 ∈ H0 satisfy the following Lipschitz condition:∥∥h0(x0
1, y0

1, µ1)− h0(x0
2, y0

2, µ2)
∥∥ ≤ ` ∥∥(x0

1, y0
1, µ1)− (x0

2, y0
2, µ2)

∥∥. (6.2)

Here` > 0 is a small constant, which we define below. The spaceH0 with the uniform
norm ∥∥h0

∥∥
D0 ≡ sup

(x0,y0,µ)∈D0

∥∥h0(x0, y0, µ)
∥∥ (6.3)

is a complete metric space.
Introduce also the spaceH1 of bounded(m− 1)-dimensional vector-functionsz1 =

h1(x1, µ) defined in the domain

D1 = {(x1, µ) | x1 ∈ Rn, ‖µ‖ < δ
}
. (6.4)

Let the functionsh1 ∈ H1 satisfy the Lipschitz condition∥∥h1(x1
1, µ1)− h1(x1

2, µ2)
∥∥ ≤ L

∥∥(x1
1, µ1)− (x1

2, µ2)
∥∥, (6.5)

whereL is some, maybe big, constant, which we define later. The spaceH1 with the
norm ∥∥h1

∥∥
D1 ≡ sup

(x1,µ)∈D1

∥∥h1(x1, µ)
∥∥ (6.6)

is a complete metric space.
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Lemma 6.1. The map T−1
gl induces an operator Pgl : H0→ H1, i.e., T−1

gl transforms
points of the graph of any function h0 ∈ H0 to points of the graph of some function
h1 ∈ H1. Moreover the map Pgl satisfies the property of the limited expansion, i.e., for
any h0

1 ∈ H0, h0
2 ∈ H0, the following estimate holds:∥∥Pgl

(
h0

1

)− Pgl
(
h0

2

)∥∥
D1 ≤ Q

∥∥h0
1− h0

2

∥∥
D0 , (6.7)

where Q is some constant.

To prove the lemma we must show thatT−1
gl induces an operatorPgl : H0 → H1.

Let a point with the coordinates(x0, y0, h0(x0, y0, µ)) be mapped byT−1
gl to a point

(x1, h1(x1, µ)). By virtue of formulas (5.1), we have the equalities

x1 = 8(x0, y0, h0(x0, y0, µ), µ),

h1(x1, µ) = 9(x0, y0, h0(x0, y0, µ), µ).
(6.8)

Let us fixh0 ∈ H0. We assume that the constant` in (6.2) is small enough. In this case
the functionh0 ∈ H0 satisfies the Lipschitz condition with the small constant` and,
since det(a11) 6= 0 (see (4.5)), the first equation in (6.8) may be resolved with respect to
x0 andy0, i.e.,

x0 = x0(x1, µ), y0 = y0(x1, µ). (6.9)

Substitutingx0(x1, µ) andy0(x1, µ) into the right-hand side of the second equation in
(6.8), we obtain the functionh1(x1, µ). Therefore, the operatorPgl is correctly defined.
It is easy to check that there exists a constantL such that the functionh1(x1, µ) satisfies
the Lipschitz condition (6.5) and that the functionh1(x1, µ) is bounded. This implies
that the operatorPgl maps any function fromH0 into H1.

Let us examine the property of the limited expansion. Let the functionsh0
1 ∈ H0 and

h0
2 ∈ H0 be mapped byPgl to h1

1 ∈ H1 andh1
2 ∈ H1, respectively. Let us estimate

the norm‖h1
1− h1

2‖D1. Assume that a point(x0, y0, h0
1(x

0, y0, µ)) is mapped to a point
(x1

1, h
1
1(x

1
1, µ)) and a point(x0, y0, h0

2(x
0, y0, µ)) is mapped to a point(x1

2, h
1
2(x

1
2, µ))

(see Figure 10). By (6.8), (6.5), and (5.1) we obtain

‖h1
1(x

1
1, µ)− h1

2(x
1
1, µ)‖

≤ ‖h1
1(x

1
1, µ)− h1

2(x
1
2, µ)‖ + ‖h1

2(x
1
2, µ)− h1

2(x
1
1, µ)‖

≤ ‖h1
1(x

1
1, µ)− h1

2(x
1
2, µ)‖ + L ‖x1

2 − x1
1‖

‖9(x0, y0, h0
1(x

0, y0, µ), µ)−9(x0, y0, h0
2(x

0, y0, µ), µ)‖
+ L ‖8(x0, y0, h0

1(x
0, y0, µ), µ)−8(x0, y0, h0

2(x
0, y0, µ), µ)‖

≤
(∥∥∥∥∂9∂z0

∥∥∥∥
Ägl

+ L

∥∥∥∥ ∂8∂z0

∥∥∥∥
Ägl

)∥∥h0
1− h0

2

∥∥
D0 ≤ Q

∥∥h0
1− h0

2

∥∥
D0 , (6.10)

whereQ is some constant and‖·‖Ägl
denotes sup(x0,y0,z0,µ)∈Ägl

‖·‖. The property of the
limited expansion immediately follows from the estimate (6.10). Lemma 6.1 is proved.
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Fig. 10. The mapT−1
gl induces a mapPgl : H0 → H1,

satisfying the property of the limited expansion.

Lemma 6.2. The map T−1
loc induces an operator Ploc : H1→ H0, i.e., T−1

loc transforms
points of the graph of any function h1 ∈ H1 to points of the graph of some function
h0 ∈ H0. Moreover the operator Ploc satisfies the property of the strong contraction,
i.e., for any h11 ∈ H1, h1

2 ∈ H1,

∥∥Ploc
(
h1

1

)− Ploc
(
h1

2

)∥∥
D0 ≤ q

∥∥h1
1− h1

2

∥∥
D1 , (6.11)

where the constant q can be made arbitrarily small.

To prove the lemma, first we check thatT−1
loc induces an operatorPloc : H1 → H0.

Assume that the points of the graphz0 = h0(x0, y0, µ) are mapped byTloc to the points
of the graphz1 = h1(x1, µ) ∈ H1. By (5.4) we have the equalities

x1 = F(x0, y0, h1(x1, µ), µ),

h0(x0, y0, µ) = G(x0, y0, h1(x1, µ), µ), (6.12)

which give us the operatorPloc : H1→ H0. First, let us check that the formulas (6.12)
determine the operatorPloc correctly, i.e., it is possible to calculatez0 = h0(x0, y0, µ)

if we know h1 ∈ H1. Then we check thath0 belongs toH1. Let us fixh1 ∈ H1 and
(x0, y0, µ) ∈ D0. Sinceh1 is a Lipschitz function with respect tox1 (see (6.5)), the map
x1 7→ x1 defined by the formula

x1 = F(x0, y0, h1(x1, µ), µ) (6.13)
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is a contraction map fromRn to Rn. Indeed, it follows from formulas (6.13), (6.5), and
(5.6), that∥∥x1

1− x1
1

∥∥ ≡ ∥∥F(x0, y0, h1(x1
1, µ), µ)− F(x0, y0, h1(x1

2, µ), µ)
∥∥

≤ L

∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

∥∥x1
1 − x1

1

∥∥, (6.14)

where

L

∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

≤ p < 1. (6.15)

This implies that the first equation of the system (6.12) may be resolved with respect to
x1, i.e.,

x1 = x1(x0, y0, µ). (6.16)

Substituting (6.16) into the second equation of the system (6.12), we obtainh0(x0, y0, µ).
Hence, the operatorPloc is correctly defined. By (5.4), (5.2) the functionG is bounded
and, therefore,h0 is also bounded. In order to show that the functionh0 belongs toH0,
we must prove thath0 satisfies the Lipschitz condition (6.2) in the domainD0 (see (6.1)).
First, we check this property forτ ∈ [τ 0; θτ 0], i.e., in the domain

D0
τ 0 =

{
(x0, y0, µ) | (x0, y0) ∈ Rn, ‖µ‖ < δ, τ ∈ [τ 0; θτ 0]

}
, (6.17)

where the constantθ satisfies the following equalities:

1< θ < β/α. (6.18)

We denote the corresponding range of the variables(x0, y0, z1, µ) by

Äτ
0

loc =
{
(x0, y0, z1, µ) | ∥∥(z1− z−, µ

)∥∥ ≤ δ, (x0, y0) ∈ Rn, τ ∈ [τ 0; θτ 0]
}
. (6.19)

Let (x0
1, y0

1, µ1) ∈ D0
τ 0 and(x0

2, y0
2, µ2) ∈ D0

τ 0. By (6.12), (6.5), and (6.16), we obtain∥∥(x1(x0
1, y0

1, µ1), µ1
)− (x1(x0

2, y0
2, µ2), µ2

)∥∥
≡ ∥∥(F (x0

1, y0
1, h

1(x1(x0
1, y0

1, µ1), µ1), µ1
)
, µ1

)
− (F (x0

2, y0
2, h

1(x1(x0
2, y0

2, µ2), µ2), µ2
)
, µ1

)∥∥
≤
∥∥∥∥ ∂(F, µ)

∂(x0, y0, µ)

∥∥∥∥
Äτ

0
loc

∥∥(x0
1, y0

1, µ1
)− (x0

2, y0
2, µ2

)∥∥
+ L

∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äτ

0
loc

∥∥(x1(x0
1, y0

1, µ1), µ1
)− (x1(x0

2, y0
2, µ2), µ2

)∥∥. (6.20)

Here we use the following notation:‖·‖
Äτ

0
loc
≡ sup

(x0,y0,z1,µ)∈Äτ0
loc
‖·‖ . It follows from

(6.15) and (6.20) that the function(x1(x0, y0, µ), µ) satisfies the Lipschitz property∥∥(x1(x0
1, y0

1, µ1), µ1
)− (x1(x0

2, y0
2, µ2), µ2

)∥∥
≤
∥∥∥∥ ∂(F, µ)

∂(x0, y0, µ)

∥∥∥∥
Äτ

0
loc

(
1− L

∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äτ

0
loc

)−1 ∥∥(x0
1, y0

1, µ1
)− (x0

2, y0
2, µ2

)∥∥. (6.21)
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By virtue of the relations (5.6) (6.5), (6.12), (6.15), (6.16), and (6.21), the function
h0(x0, y0, µ) satisfies the estimate∥∥h0(x0

1, y0
1, µ1)− h0(x0

2, y0
2, µ2)

∥∥
≡ ∥∥G

(
x0

1, y0
1, h

1(x1(x0
1, y0

1, µ1), µ1), µ1
)

− G
(
x0

2, y0
2, h

1(x1(x0
2, y0

2, µ2), µ2), µ2
)∥∥

≤
∥∥∥∥ ∂G

∂(x0, y0, µ)

∥∥∥∥
Äτ

0
loc

∥∥(x0
1, y0

1, µ1
)− (x0

2, y0
2, µ2

)∥∥

+ L

∥∥∥∥ ∂G

∂z1

∥∥∥∥
Äτ

0
loc

∥∥∥∥ ∂(F, µ)

∂(x0, y0, µ)

∥∥∥∥
Äτ

0
loc

(
1− L

∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äτ

0
loc

)−1

× ∥∥(x0
1, y0

1, µ1
)− (x0

2, y0
2, µ2

)∥∥
≤ M0 e%τ

0 ∥∥(x0
1, y0

1, µ1
)− (x0

2, y0
2, µ2

)∥∥, (6.22)

whereM0 > 0 and% < 0 are some constants. Note thatτ 0 ≥ τ ∗(δ) andτ ∗(δ) → ∞
if δ → 0. Therefore for any small̀, there existsδ such that the constantM0 e%τ

0
will

be less thaǹ, i.e., the functionh0(x0, y0, µ) satisfies the Lipschitz property (6.2) in the
domainD0

τ 0. Note thath0(x0, y0, µ) is a continuous function,D0 is a convex domain,
and ⋃

τ 0≥τ ∗(δ)
D0
τ 0 = D0.

Therefore the functionh0(x0, y0, µ) satisfies the Lipschitz property (6.2) in the domain
D0, i.e.,h0 belongs toH0.

Now let us prove the strong contractibility of the mapPloc : H1 → H0. Assume
the functionsh1

1 ∈ H1 andh1
2 ∈ H1 are mapped byPloc to h0

1 ∈ H0 andh0
2 ∈ H0,

respectively. Let us estimate the norm‖h0
1 − h0

2‖D0. Let a point(x1
1, h

1
1(x

1
1, µ)) be

mapped to a point(x0, y0, h0
1(x

0, y0, µ)) and a point(x1
2, h

1
2(x

1
2, µ)) be mapped to a

point (x0, y0, h0
2(x

0, y0, µ)) (see Figure 11). Then, by (6.12), we have∥∥x1
1 − x1

2

∥∥ ≡ ∥∥F
(
x0, y0, h1

1(x
1
1, µ), µ

)− F
(
x0, y0, h1

2(x
1
2, µ), µ

)∥∥
≤ ∥∥F

(
x0, y0, h1

1(x
1
1, µ), µ

)− F
(
x0, y0, h1

2(x
1
1, µ), µ

)∥∥
+ ∥∥F

(
x0, y0, h1

2(x
1
1, µ), µ

)− F
(
x0, y0, h1

2(x
1
2, µ), µ

)∥∥
≤
∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

∥∥h1
1− h1

2

∥∥
D1 +

∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

L
∥∥x1

1 − x1
2

∥∥. (6.23)

Therefore, by (6.23) and (6.15), we obtain

∥∥x1
1 − x1

2

∥∥ ≤ (1−
∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

L

)−1 ∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

∥∥h1
1− h1

2

∥∥
D1 . (6.24)
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Fig. 11. The mapT−1
loc induces a mapPloc : H1 → H0,

satisfying the property of the strong contraction.

By virtue of the relations (5.6), (6.5), (6.12), (6.24), and (6.15), the following estimate
takes place:∥∥h0

1(x
0, y0, µ)− h0

2(x
0, y0, µ)

∥∥
≡ ∥∥G

(
x0, y0, h1

1(x
1
1, µ), µ

)− G
(
x0, y0, h1

2(x
1
2, µ), µ

)∥∥
≤ ∥∥G

(
x0, y0, h1

1(x
1
1, µ), µ

)− G
(
x0, y0, h1

2(x
1
1, µ), µ

)∥∥
+ ∥∥G

(
x0, y0, h1

2(x
1
1, µ), µ

)− G
(
x0, y0, h1

2(x
1
2, µ), µ

)∥∥
≤
∥∥∥∥ ∂G

∂z1

∥∥∥∥
Äloc

∥∥h1
1− h1

2

∥∥
D1 +

∥∥∥∥ ∂G

∂z1

∥∥∥∥
Äloc

L

(
1−

∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

L

)−1

×
∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

∥∥h1
1− h1

2

∥∥
D1 ≤ M1 e%τ

∗ ∥∥h1
1− h1

2

∥∥
D1 , (6.25)

whereM1 > 0 and% < 0 are some constants. Note thatτ ∗(δ)→∞ if δ→ 0. Therefore
for any smallq > 0, there existsδ > 0 such that the constantM1 e%τ

∗
is less thanq, i.e.,

Ploc is the strong contraction operator. Lemma 6.2 is proved.
By virtue of Lemmas 6.1 and 6.2, we have the following statement.

Lemma 6.3. The superposition P= Ploc ◦ Pgl : H0 → H0 is the contraction map,
i.e., for any h01 ∈ H0, h0

2 ∈ H0, the following estimate holds:∥∥P
(
h0

1

)− P
(
h0

2

)∥∥
D0 ≤ p

∥∥h0
1− h0

2

∥∥
D0 , (6.26)

where the constant p= q Q is strictly less1.
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By virtue of Lemma 6.3 and Banach’s principle, there exists a unique fixed pointh0
∗ =

P(h0
∗) ∈ H0 that is a limit of the functionsh0

0, h
0
1, h

0
2, . . ., obtained by the iterations

h0
i+1 = P(h0

i ), (i = 0,1,2, . . .) with any initial functionh0
0 ∈ H0. The graph of the

functionh0
∗ is an invariant set with respect to the Poincar´e mapT and, therefore, orbits of

the systemXµ passing through the points of this graph form the invariant manifoldMcs.
Since the contraction mapP is induced by the inverse Poincar´e mapT−1 = T−1

loc ◦ T−1
gl ,

the manifoldMcs is a repelling manifold, i.e., any orbit not lying inMcs leaves the
neighborhoodU of the homoclinic orbit ast tends to+∞.

7. Smoothness of the Invariant Functionsh0
∗ and h1

∗

In order to establish thatMcs is a smooth manifold, we must prove thath0
∗(x

0, y0, µ) ∈
H0 is a smooth function with respect to(x0, y0, µ).

In our case, whereas the mapT−1
gl is a diffeomorphism, the following statement takes

place.

Lemma 7.1. The operator Pgl maps a smooth function h0 ∈ H0 to a smooth function
h1 ∈ H1.

To calculate the derivatives of the functionh1(x1, µ), we use the formulas (6.8), (6.9).
By these formulas we have the following identity:(

x1, µ
) ≡ (8 (x0(x1, µ), y0(x1, µ), h0(x0(x1, µ), y0(x1, µ), µ), µ

)
, µ
)
, (7.1)

which directly implies the relation

∂(x0(x1, µ), y0(x1, µ), µ)

∂(x1, µ)
≡
(

∂(8,µ)

∂(x0, y0, µ)
+ ∂(8,µ)

∂z0

∂h0

∂(x0, y0, µ)

)−1

. (7.2)

Therefore, by the relations (6.8), (6.9), and (7.2),

∂h1(x1, µ)

∂(x1, µ)
≡
[(

∂9

∂(x0, y0, µ)
+ ∂9
∂z0

∂h0

∂(x0, y0, µ)

)

×
(

∂(8,µ)

∂(x0, y0, µ)
+ ∂(8,µ)

∂z0

∂h0

∂(x0, y0, µ)

)−1
]

x0=x0(x1,µ)

y0=y0(x1,µ)

z0=h0(x0(x1,µ),y0(x1,µ),µ)

.

(7.3)
Notice, by virtue of the relations (5.1), (5.2), (6.2), and (4.5), the operator(

∂(8,µ)

∂(x0, y0, µ)
+ ∂(8,µ)

∂z0

∂h0

∂(x0, y0, µ)

)
is an invertible operator. Thus, the derivative may indeed be calculated via formula (7.3).
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Consider the spaceN0 of continuous functionsη0(x0, y0, µ) defined in the domain
D0 (see (6.1)). We assume that the functionsη0 ∈ N0 are uniformly bounded by the
constant̀ (see (6.2)), i.e., ∥∥η0(x0, y0, µ)

∥∥ ≤ `. (7.4)

The spaceN0 with the uniform norm∥∥η0
∥∥

D0 ≡ sup
(x0,y0,µ)∈D0

∥∥η0(x0, y0, µ)
∥∥ (7.5)

is a complete metric space.
Let us introduce the spaceN1 of continuous functionsη1(x1, µ) defined in the domain

D1 (see (6.4)). Let the functionsη1 ∈ N1 be uniformly bounded by the constantL (see
(6.5)), i.e., ∥∥η1(x1, µ)

∥∥ ≤ L . (7.6)

The spaceN1 with the norm∥∥η1
∥∥

D1 ≡ sup
(x1,µ)∈D1

∥∥η1(x1, µ)
∥∥ (7.7)

is also a complete metric space.
The relation (7.3) induces a family of operatorsSh0

gl . For anyh0 ∈ H0, we define the

operatorSh0

gl

(
η0
) 7→ η1 by the following rule:

η1(x1, µ) ≡
[(

∂9

∂(x0, y0, µ)
+ ∂9
∂z0

η0(x0, y0, µ)

)

×
(

∂(8,µ)

∂(x0, y0, µ)
+ ∂(8,µ)

∂z0
η0(x0, y0, µ)

)−1
]

x0=x0(x1,µ)

y0=y0(x1,µ)

z0=h0(x0(x1,µ),y0(x1,µ),µ)

.

(7.8)
Here the functionsx0(x1, µ)andy0(x1, µ) (see (6.9)) are obtained from the first equation
(6.8). These functions depend continuously on the functionh0 ∈ H0. Indeed, let the se-
quence of functions(x0

i (x
1, µ), y0

i (x
1, µ)), (i = 1,2,3, . . .) correspond to the sequence

of functionsh0
i ∈ H0. Let alsoh0

i → h0
∗ ∈ H0, i.e., ‖h0

i − h0
∗‖D0 → 0. In this case

the sequence(x0
i (x

1, µ), y0
i (x

1, µ)) converges to the function(x0
∗(x

1, µ), y0
∗(x

1, µ)),
which corresponds to the functionh0

∗ ∈ H0, i.e.,‖(x0
i (x

1, µ), y0
i (x

1, µ))− (x0
∗(x

1, µ),

y0
∗(x

1, µ))‖D1 → 0.
This fact, along with the formulas (7.8), (5.1), and (4.5), implies the following state-

ment.

Lemma 7.2. For any h0 ∈ H0, the operator Sh
0

gl maps any functionη0 from N0 to
η1 ∈ N1. This operator depends continuously on h0 ∈ H0. Namely, if the sequence of
functions h0i ∈ H0 converges to h0∗ ∈ H0 as i→∞, i.e.,‖h0

i −h0
∗‖D0 → 0 then, for any
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η0 ∈ N0, the sequence S
h0

i
gl (η

0) converges to S
h0
∗

gl (η
0), i.e.,‖Sh0

i
gl (η

0)− S
h0
∗

gl (η
0)‖D1 → 0.

Moreover, the operator Sh
0

gl satisfies the property of the limited expansion, i.e., for any
η0

1 ∈ N0, η0
2 ∈ N0, and h0 ∈ H0, the following estimate holds:∥∥∥Sh0

gl

(
η0

1

)− Sh0

gl

(
η0

2

)∥∥∥
D1
≤ Q

∥∥η0
1 − η0

2

∥∥
D0 , (7.9)

where Q is some constant.

Let us now explore the properties of the operatorPloc.

Lemma 7.3. The operator Ploc maps a smooth function h1 ∈ H1 to a smooth function
h0 ∈ H0.

To prove Lemma 7.3, let us assume first that(x0, y0) does not belong to the stable
manifold, i.e.,τ 6= ∞. In this case, ifh1 ∈ H1 is a smooth function, by (6.12), (6.16),
the following relation takes place:

∂
(
x1(x0, y0, µ), µ

)
∂
(
x0, y0, µ

) =
(

E − ∂(F, µ)
∂z1

∂h1

∂(x1, µ)

)−1
∂(F, µ)

∂(x0, y0, µ)
, (7.10)

whereE is the identity matrix. By (5.6) and (6.5), we have∥∥∥∥∂(F, µ)∂z1

∥∥∥∥
Äloc

∥∥∥∥ ∂h1

∂(x1, µ)

∥∥∥∥
D1

< 1, (7.11)

and, therefore, (
E − ∂(F, µ)

∂z1

∂h1

∂(x1, µ)

)
(7.12)

is an invertible operator. Hence, formula (7.10) makes sense. By the relations (6.12),
(6.16), and (7.10),

∂h0

∂
(
x0, y0, µ

) = ∂G

∂(x0, y0, µ)

+ ∂G

∂z1

∂h1

∂(x1, µ)

(
E − ∂(F, µ)

∂z1

∂h1

∂(x1, µ)

)−1
∂(F, µ)

∂(x0, y0, µ)
. (7.13)

Formula (7.13) allows us to extend the domain of definition up to the points that belong
to the stable manifold, i.e., forτ = ∞. In order to show this, we consider the following
function:

F(x0, y0, z1, η1, µ) ≡



∂G

∂(x0, y0, µ)
+ ∂G

∂z1
η1

×
(

E − ∂(F, µ)
∂z1

η1

)−1
∂(F, µ)

∂(x0, y0, µ)
, if τ 6= ∞;

0, if τ = ∞.
(7.14)
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The continuity of the functionF , at the points provided thatτ 6= ∞, follows from the
fact thatF is an algebraic combination of the continuous functions. The continuity, at
the points provided thatτ = ∞, follows from the fact that‖F‖ → 0 if τ → ∞ (see
(5.6), (7.6), and (7.14)). So, the superposition

F
(

x0, y0, h1(x1, µ),
∂h1

∂(x1, µ)
, µ

)
, (7.15)

where x1 = x1(x0, y0, µ) (see (6.12), (6.16)), depends continuously on(x0, y0, µ)

because this function is a superposition of continuous functions. Therefore, the function
(7.15) is an extension of the function ∂h0

∂(x0,y0,µ)
up to the points that belong to the stable

manifold, i.e., provided thatτ = ∞. This fact, along with the continuity of the function
h0(x0, y0, µ), implies the smoothness ofh0(x0, y0, µ). Thus, we have the equality

∂h0

∂(x0, y0, µ)
= F

(
x0, y0, h1(x1, µ),

∂h1

∂(x1, µ)
, µ

)
, wherex1 = x1(x0, y0, µ),

(7.16)
for all points(x0, y0, µ) ∈ D0. Lemma 7.3 is proved.

Observe that ∂h0

∂(x0,y0,µ)
is a uniformly continuous function because it is continuous

and equals zero if‖(x−x+, y0− y+)‖ ≥ ρ (see (5.2), (5.4), and (6.12)). By Lemmas 7.1
and 7.3, the following statement holds.

Lemma 7.4. The operator P= Ploc ◦ Pgl maps any smooth function h0 ∈ H0 to a
smooth function̄h0 ∈ H0.

The relation (7.16) induces a family of operatorsSh1

loc. For anyh1 ∈ H1, we define the
operatorSh1

loc(η
1) 7→ η0 by the formulas

η0(x0, y0, µ) = F (x0, y0, h1(x1, µ), η1(x1, µ), µ
)
, wherex1 = x1(x0, y0, µ).

(7.17)
Here we come to the following lemma.

Lemma 7.5. For any h1 ∈ H1, the operator Sh
1

loc maps any functionη1 ∈ N1 toη0 ∈ N0.
This operator depends continuously on h1 ∈ H1. Namely, if the sequence of functions
h1

i ∈ H1 (i →∞) converges to h1∗ ∈ H1, i.e.,‖h1
i − h1

∗‖D1 → 0, then for anyη1 ∈ N1,

the sequence S
h1

i
loc(η

1) converges to S
h1
∗

loc(η
1), i.e.,‖Sh1

i
loc(η

1)−S
h1
∗

loc(η
1)‖D0 → 0. Moreover,

the operator Sh
1

loc satisfies the property of the strong contraction, i.e., for anyη1
1 ∈ N1,

η1
2 ∈ N1, and h1 ∈ H1, the following estimate is valid:∥∥∥Sh1

loc

(
η1

1

)− Sh1

loc

(
η1

2

)∥∥∥
D0
≤ q

∥∥η1
1 − η1

2

∥∥
D1 , (7.18)

where the constant q can be made arbitrarily small.

The functionη0(x0, y0, µ) (see (7.17)) is a continuous function since it is a superposition
of continuous functions. It follows from the relations (7.14), (5.2), (5.4), (5.6) that
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the norm‖F‖D0 is bounded (it tends to zero asτ ∗(δ) → ∞). Hence, the function
η0(x0, y0, µ) is bounded by the constant` (see (7.4)) and, therefore,η0(x0, y0, µ) ∈
N0. The continuity of the operatorSh1

loc with respect toh1 follows from the following
considerations. Assume that the sequence of functionsh1

i ∈ H1 converges toh1
∗ ∈ H1 if

i →∞, i.e.,‖h1
i −h1

∗‖D1 → 0. In this case there exists the sequencex1
i = x1

i (x
0, y0, µ),

which corresponds to the sequenceh1
i ∈ H1 (see (6.16)). By virtue of the relation (6.24),

the sequencex1
i = x1

i (x
0, y0, µ)uniformly converges to the functionx1

∗ = x1
∗(x

0, y0, µ),
which corresponds toh1

∗. Indeed,∥∥x1
i (x

0, y0, µ)− x1
∗(x

0, y0, µ)
∥∥

D0

≤
(

1−
∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

L

)−1 ∥∥∥∥ ∂F

∂z1

∥∥∥∥
Äloc

∥∥h1
i − h1

∗
∥∥

D1 → 0 . (7.19)

The functions h1
∗ and η1 are uniformly continuous. Therefore, the sequence

h1
i (x

1
i (x

0, y0, µ)) converges toh1
∗(x

1
∗(x

0, y0, µ)) and η1(x1
i (x

0, y0, µ)) converges to
η1(x1

∗(x
0, y0, µ)), i.e.,∥∥h1

i (x
1
i (x

0, y0, µ))− h1
∗(x

1
∗(x

0, y0, µ))
∥∥

D0 → 0,∥∥η1(x1
i (x

0, y0, µ))− η1(x1
∗(x

0, y0, µ))
∥∥

D0 → 0.

SinceF is a uniformly continuous function, we obtain that∥∥η0
i (x

0, y0, µ)− η0
∗(x

0, y0, µ)
∥∥

D0

= ∥∥F (x0, y0, h1
i (x

1
i (x

0, y0, µ), µ), η1(x1
i (x

0, y0, µ), µ), µ
)

− F (x0, y0, h1
∗(x

1
∗(x

0, y0, µ), µ), η1(x1
∗(x

0, y0, µ), µ), µ
)∥∥

D0 → 0. (7.20)

The property of the strong contraction for the operatorSh1

loc follows from the relations
(7.17), (7.14), (7.6), and (5.6). Indeed,∥∥η0

1(x
0, y0, µ)− η0

2(x
0, y0, µ)

∥∥
D0

=
∥∥∥∥∥ ∂G

∂z1

(
η1

1(x
1, µ)

(
E − ∂(F, µ)

∂z1
η1

1(x
1, µ)

)−1

− η1
2(x

1, µ)

(
E − ∂(F, µ)

∂z1
η1

2(x
1, µ)

)−1
)

∂(F, µ)

∂(x0, y0, µ)

∥∥∥∥∥
D0

≤ q
∥∥η1

1(x
1, µ)− η1

2(x
1, µ)

∥∥
D1 , (7.21)

where the constantq may be made arbitrarily small. Lemma 7.5 is proved.
By virtue of Lemmas 7.2 and 7.5, the following statement takes place.

Lemma 7.6. For any h0 ∈ H0, the superposition operator Sh0 ≡ Sh1

loc◦Sh0

gl , where h1 =
Pgl
(
h0
)
, maps any functionη0 from N0 toη0 ∈ N0. This operator depends continuously
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on the function h0 ∈ H0. Moreover, the operator Sh
0

satisfies the contraction property,
i.e., for anyη0

1 ∈ N0, η0
2 ∈ N0, and h0 ∈ H0, the following estimate holds:∥∥∥Sh0 (

η0
1

)− Sh0 (
η0

2

)∥∥∥
D0
≤ p

∥∥η0
1 − η0

2

∥∥
D0 , (7.22)

where the constant p= q Q is strictly less than 1.

Below we use the following statement, which is a parametric variant of Banach’s
contraction principle.

Lemma 7.7. (“Fiber contraction theorem” [Hirsch & Pugh, 1970]) Let H0 and N0

be metric spaces. We assume also that N0 is a complete space. Let P be an operator in
H0, i.e., P : H0→ H0, and let any sequence h0

0, h
0
1, h

0
2, . . . obtained by the iterations

h0
i+1 = P(h0

i ), (i = 0,1,2, . . .), converge to a unique fixed point h0
∗ = P(h0

∗) ∈ H
for any initial element h00 ∈ H0. For any element h0 ∈ H0, let there be an operator
Sh0

: N0 → N0. We assume that the family of the operators Sh0
satisfies the following

conditions.

1. For any h0 ∈ H0, the operator Sh
0

satisfies the contraction property, i.e.,

dist
(

Sh0
(η0

1), Sh0
(η0

2)
)
≤ p dist

(
η0

1, η
0
2

)
,

whereη0
1 ∈ N0, η0

2 ∈ N0, and the constant p is less than1.
2. The family of the operators Sh0

depends continuously on h0 ∈ H0, i.e., if a sequence
h0

i ∈ H0 (i →∞) tends to h0∗ ∈ H0, then the sequence Sh0
i (η0) tends to Sh

0
∗(η0) for

anyη0 ∈ N0.

Then, the operatorÄ : H0 × N0 → H0 × N0 defined by the formulaÄ(h0, η0) ≡
(P(h0), Sh0

(η0))has a unique fixed point,(h0
∗, η

0
∗) = Ä(h0

∗, η
0
∗). Moreover, any sequence

(h0
0, η

0
0), (h

0
1, η

0
1), (h

0
2, η

0
2), . . ., obtained by the iterations(h0

i+1, η
0
i+1) = Ä(h0

i , η
0
i ), (i =

0,1,2, . . .) with any initial element(h0
0, η

0
0), converges to the point(h0

∗, η
0
∗).

By the conditions of the lemma, the operatorP has a unique fixed point, i.e.,h0
∗ =

P(h0
∗) ∈ H0. SinceN0 is a complete space andSh0

∗ is a contractive operator, there exists
a unique fixed pointη0

∗ = Sh0
∗(η0
∗) ∈ N0. The point(h0

∗, η
0
∗) ∈ H0× N0 is a fixed point

of the operatorÄ because(h0
∗, η

0
∗) = Ä(h0

∗, η
0
∗) ≡ (P(h0

∗), Sh0
∗(η0
∗)). The uniqueness

of the fixed point for the operatorÄ follows from the uniqueness of the fixed point for
the operatorP. Let us show that any sequence(h0

0, η
0
0), (h

0
1, η

0
1), (h

0
2, η

0
2), . . ., obtained

by the iterations(h0
i+1, η

0
i+1) = Ä(h0

i , η
0
i ), (i = 0,1,2, . . .) with any initial element

(h0
0, η

0
0), converges to the point(h0

∗, η
0
∗). It is clear that

dist
(
η0
∗, η

0
i+1

) = dist
(
η0
∗, Sh0

i (η0
i )
)

≤ dist
(
η0
∗, Sh0

i (η0
∗)
)
+ dist

(
Sh0

i (η0
∗), Sh0

i (η0
i )
)

≤ dist
(
η0
∗, Sh0

i (η0
∗)
)
+ p dist

(
η0
∗, η

0
i

)
. (7.23)
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By the conditions of the lemma, the family of the operatorsSh0
i depends continuously

on h0
i andh0

i → h0
∗ if i →∞. Therefore,

dist
(
η0
∗, Sh0

i (η0
∗)
)
→ dist

(
η0
∗, Sh0

∗(η0
∗)
)
≡ 0 at i →∞,

i.e., for anyε > 0, there existsi0 such that, for anyi > i0, dist(η0
∗, Sh0

i (η0
∗)) < ε. Hence,

for i = i0+ j , we have the inequality

dist
(
η0
∗, η

0
i

) ≡ dist
(
η0
∗, η

0
i0+ j+1

) ≤ ε + p dist
(
η0
∗, η

0
i0+ j

)
≤ ε + p ε + · · · + pj−1 ε + pj dist

(
η0
∗, η

0
i0

)
≤ ε

1− p
+ pj dist

(
η0
∗, η

0
i0

)
. (7.24)

Observe that there existsj0 such thatpj dist(η0
∗, η

0
i0
) ≤ ε for any j > j0. Therefore, the

inequality dist(η0
∗, η

0
i ) ≤ ε(1/(1− p)+ 1) holds true for anyi > i0+ j0, i.e.,η0

i → η0
∗.

Lemma 7.7 is proved.
By Lemmas 6.3, 7.6, and 7.7, any sequence(h0

0, η
0
0), (h

0
1, η

0
1), (h

0
2, η

0
2), . . ., obtained

by the iterations(h0
i+1, η

0
i+1) = (P(h0

i ), Sh0
i (η0

i )), (i = 0,1,2, . . .), converges to the
fixed point (h0

∗, η
0
∗). Let us choose the point(0,0) as the initial point(h0

0, η
0
0). By

Lemma 7.4 and the formulas (7.16), (7.17), the relation

η0
i =

∂h0
i

∂(x0, y0, µ)
(7.25)

holds true for anyi = 0,1,2 . . .. Sinceh0
i uniformly converges toh0

∗ andη0
i uniformly

converges toη0
∗, the equality

η0
∗ =

∂h0
∗

∂(x0, y0, µ)
(7.26)

also holds true, i.e.,h0
∗ is aC1-smooth function with respect to all of its variables. Notice

that, using the results of Section 3, by induction it is possible to prove thath0
∗ ∈ Ck+ε if

Xµ ∈ Ck+ε and Reγ2/γ1 > k+ ε.
To finish the proof of the main Theorem 2.1 we must show that orbits passing through

the invariant curveh0
∗ (h1

∗) form a smooth manifoldMcs. A proof of this fact is in the
following section.

8. Smoothness of the Invariant ManifoldMcs

Here we show that orbits passing through the points of the graphs of functionsh0
∗ and

h1
∗ form a smooth invariant manifoldMcs.

Note that the flight time of the orbits is bounded outside any neighborhood of the
equilibrium pointO. Therefore, outside the neighbourhood, the smoothness of the man-
ifold follows from the smoothness of the functionh1

∗. The following theorem guarantees
the smoothness of the manifold near the equilibrium pointO = (x = 0, y = 0, z= 0).



An Existence Theorem of Smooth Nonlocal Center Manifolds 569

Fig. 12. The functionsh1
1 andh1

2 uniquely determine the
invariant manifoldsWs+

1 andWs+
2 , correspondingly. The

manifolds have a common tangent everywhere onWs.

Theorem 8.1. Let z1 = h1(x1, µ) (h1 ∈ H1) be a smooth function. Then orbits passing
through the points of the graph h1 form an invariant manifold. This manifold is locally
a graph of some smooth function z0 = Ws+(x0, y0, µ). Two different functions h11 and
h1

2 uniquely determine two different manifolds Ws+
1 and Ws+

2 , such that the manifolds
have a common tangent space everywhere on the stable manifold (see Figure 12).

In order to find the functionz0 = Ws+(x0, y0, µ), we shall use the boundary value
problem (3.61), (3.64). Namely, let us consider an orbit(x(t), y(t), z(t)) that starts, at
t = 0, with a point(x0, y0, z0) on the manifoldWs+ and reaches, att = τ , a point
(x1, y1, z1) on the cross sectionS1. Since the coordinatex1 on the cross sectionS1

corresponds to the coordinatex1− Āz1 of the initial system (see (4.21)) and(x1, y1, z1)

belongs to the graphh1, we have the following equalities:

y1 = y− , z1 = h1
(
x1− Āz1, µ

)
. (8.1)

According to the boundary value problem (3.61), (3.64), we have the following relations:

x1 = x(τ ; x0, y0, z1, τ, µ),

y1 = y(τ ; x0, y0, z1, τ, µ),

z0 = z(0; x0, y0, z1, τ, µ).

(8.2)

Sincey1 = y− (see (8.1)), by (4.17), the flight timeτ may be expressed from the second
equation of the system (8.2) as a functionτ = τ(x0, y0, z1, µ). Thus we have

x1 = x1(x0, y0, z1, µ) ≡ x(τ (x0, y0, z1, µ); x0, y0, z1, τ (x0, y0, z1, µ), µ),

z0 = z0(x0, y0, z1, µ) ≡ z(0; x0, y0, z1, τ (x0, y0, z1, µ), µ).
(8.3)
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The derivatives of these functions may be expressed by (4.12) and they satisfy the
estimates (4.19), (4.20). Now, by (8.1) and (8.3), we have

z1 = h1
(
x1(x0, y0, z1, µ)− Āz1, µ

)
. (8.4)

Using formulas (4.19), (4.20), and (6.5), we obtain the following estimate:∥∥∥∥∥ ∂h1

∂
(
x1− Āz1

) (∂x1

∂z1
− Ā

)∥∥∥∥∥ ≤ q < 1. (8.5)

By the implicit function theorem, the last inequality means thatz1 can be expressed from
the equation (8.4) as a function

z1 = z1(x0, y0, µ). (8.6)

Note that, by (8.4), (4.19), (4.20), and (6.5), we have the following relation:

∂z1

∂(x0, y0)
=
(

E − ∂h1

∂
(
x1− Āz1

) (∂x1

∂z1
− Ā

))−1
∂h1

∂
(
x1− Āz1

) ∂x1

∂(x0, y0)

= O(eατ ). (8.7)

Substituting the function (8.6) in the second equation of (8.3), we obtain that the invariant
manifoldWs+ is a graph of some function

z0 = z0(x0, y0, z1(x0, y0, µ), µ) ≡ Ws+(x0, y0, µ). (8.8)

The derivative of this function

∂Ws+(x0, y0, µ)

∂(x0, y0)
= ∂z0

∂(x0, y0)
+ ∂z0

∂z1

∂z1

∂(x0, y0)
(8.9)

may be calculated via formulas (4.12) and (8.7). By (4.19), (4.20), and (8.7), we have

∂Ws+(x0, y0, µ)

∂(x0, y0)
→ B̄, if τ →∞, (8.10)

i.e., the derivative has the fined limit if the initial point
(
x0, y0, z0 = Ws+(x0, y0, µ)

)
goes to the stable manifoldWs. Moreover, the limit does not depend on the functionh1.
Thus, all of the manifoldsWs+ have the same tangent space everywhere onWs. Notice
that the manifold has zero tangent space{z= 0} at the pointO, since the stable manifold
Ws tangents to thex-axis and orbits, passing through the pointsS1 ∩Wu tangent to the
y-axis. Theorem 8.1 is proved.

That also concludes the proof of the main Theorem 2.1.

9. An Example

The following three-dimensional system of differential equations gives an example of a
C1-smooth vector field having a global center invariant manifold:

ẋ = y,

ẏ = −x + µ1y+ µ2xy+ µ3y2+ µ4x2+ µ5z/ln(z2),

ż = µ6z+ µ7y/ln(y2). (9.1)
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Fig. 13.The phase portrait of system (9.3) ifµ1 = µ2 = 0.

Here we assume that

µ6 <
1

2

µ1+ µ2

µ4
−
√(

µ1+ µ2

µ4

)2

+ 8

 , µ3 < 0, µ4 > 0, µ3+ µ4 > 0. (9.2)

Note that the right-hand side of (9.1) containsC1-smooth functionsy/ln(y2), and
z/ln(z2), which are notC1+ε-smooth.

The system has two equilibriaO1 and O2 with coordinates(x1, y1, z1) = (0,0,0)
and(x2, y2, z2) = (1/µ4,0,0), correspondingly. Ifµ7 = 0, the system (9.1) has a stable
global center manifold{z = 0}. Therefore, the vector field takes the following form on
this two-dimensional manifold:

ẋ = y,

ẏ = −x + µ1y+ µ2xy+ µ3y2+ µ4x2.
(9.3)

Equations (9.3) were studied by Bautin (see Bautin and Leontovich [1976]). Ifµ1 =
µ2 = 0, the system is conservative (see Figure 13). Moreover, by (9.2), separatrices of
the saddleO2 = (1/µ4,0) form a homoclinic orbit. In this case the integral of the system
(9.3) takes the form

H(x, y) =
(
µ4

µ3
x2+ y2+ µ4− µ3

µ2
3

x + µ4− µ3

2µ3
3

)
e−2µ3x = h.

Therefore, homoclinic orbits to the saddleO2 satisfy the following relation:

H(x, y) = H(1/µ4,0).

Thus, if (µ1, µ2, µ7) = (0,0,0), the initial system (9.1) has a homoclinic orbit toO2.
Moreover, by (9.2), this system satisfies Theorem 2.2. Therefore, by the theorem, we
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have that for anyµ3, µ4, µ5, µ6, and smallµ1, µ2, µ7, the system has a smooth center
manifoldMcu that depends smoothly on the parameters.
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