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Abstract: Given an n-dimensional Cr -diffeomorphism g, its renormalized iteration
is an iteration of g, restricted to a certain n-dimensional ball and taken in some
Cr -coordinates in which the ball acquires radius 1. We show that for any r ≥ 1 the renor-
malized iterations of Cr -close to identity maps of an n-dimensional unit ball Bn (n ≥ 2)
form a residual set among all orientation-preserving Cr -diffeomorphisms Bn → Rn .
In other words, any generic n-dimensional dynamical phenomenon can be obtained by
iterations of Cr -close to identity maps, with the same dimension of the phase space. As
an application, we show that any Cr -generic two-dimensional map that belongs to the
Newhouse domain (i.e., it has a so-called wild hyperbolic set, so it is not uniformly-
hyperbolic, nor uniformly partially-hyperbolic) and that neither contracts, nor expands
areas, is Cr -universal in the sense that its iterations, after an appropriate coordinate
transformation, Cr -approximate every orientation-preserving two-dimensional diffeo-
morphism arbitrarily well. In particular, every such universal map has an infinite set of
coexisting hyperbolic attractors and repellers.

1. Ruelle–Takens Problem and Universal Maps

1.1. Ruelle–Takens construction. A long-standing open problem in the theory of dynam-
ical systems is to describe which kind of dynamical phenomena can be expected in close
to identity maps. It started with a seminal paper [1] where it was shown that, given any
n ≥ 2, any n-dimensional dynamics can be implemented by a Cn-small perturbation
of the identity map of an n-dimensional torus. The paper received a lot of attention by
physicists, because it proposed a new view on the onset of hydrodynamical turbulence;
at the same time it caused much criticism. One of the reasons for the critique was that
the Cn-small perturbations constructed in [1] were not small in Cn+1, which is quite
unphysical. The controversy was resolved in [2], where it was shown that for any r ≥ 1
and n ≥ 2, given any Cr -diffeomorphism F of a closed n-dimensional ball, one can
find a Cr -close to identity map g of the (n + 1)-dimensional closed unit ball Bn+1 such
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Fig. 1. An illustration to Ruelle–Takens construction

that the diffeomorphism F coincides with some iteration of the map g restricted to some
n-dimensional invariant manifold. Thus, the restriction on smoothness of perturbations
was removed by sacrificing one dimension of the phase space; anyway, other scenarios
of the transitions to turbulence had already been known.

From the purely mathematical point of view, the question still remained unsolved:
can an arbitrary n-dimensional dynamics be obtained by iterations of a Cr -close to
identity map of Bn , i.e., in the same dimension of the phase space? The difficulty is that
the straightforward construction proposed in [1] does not work for high r in principle.
Indeed, given an orientation-preserving diffeomorphism F : Bn → Rn , one can imbed
it into a continuous family Ft of the diffeomorphisms such that F1 = F and F0 = id.
Then, given any N , the map F can be represented as a superposition of N maps

F = FN ◦ · · · ◦ F1, where Fs = Fs/N ◦ F−1
(s−1)/N

, (1.1)

that are O(1/N )-close to identity. One can then choose N pairwise disjoint small balls
Ds ∈ Bn of radiusρ ∼ N−1/(n−1) and define a mapφ : Bn → Bn such thatφ(x)|x∈Ds ≡
xs+1 + ρFs(

x−xs
ρ
) where xs is the center of Ds ; the positions of the centers are chosen

in such a way (Fig. 1) that the distances ‖xs+1 − xs‖ are uniformly close to zero for all
s, hence the map φ is C0-close to identity. By construction, φN |D0 is linearly conjugate
to F , i.e., the dynamics of φN |D0 coincides with the dynamics of F . However, the

derivatives of φ of order k behave as N−1ρ1−k ∼ N
k−n
n−1 , i.e., at k ≥ n they do not, in

general, tend to zero as N → +∞. Thus, an arbitrary n-dimensional dynamics can be
implemented by iterations of Cn−1-close to identity maps of Bn , but the construction
gives no clue of whether the same can be said about the Cn-close to identity maps.

One could try to position the regions Ds differently, or make their radii vary, or change
their shape. This, however, hardly can lead to an essential increase in the maximal order
of the derivatives (of φ) which tend to zero as N → +∞. The reason lies in a well-known
fact from the averaging theory that the O(δ)-close to identity map

x̄ = x + δ f (x)
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approximates a time shift of a certain autonomous flow with the accuracy O(δm) for an
arbitrarily large m (if f ∈ C∞). Hence, the number of iterations necessary in order to
obtain a dynamics that is far from that of an autonomous flow, has to grow faster than
O(δ−m), for every m. As we see, in order to obtain such kind of dynamics, one has to
control a very large number of iterations of close to identity maps, hence decompositions
much longer than that given by (1.1) have to be considered.

1.2. Main result. In this paper we propose such a decomposition (Theorem 7), using
which we show that

an arbitrary Cr -generic orientation-preserving n-dimensional dynamics can be
obtained by iterations of Cr -close to identity maps of Bn, n ≥ 2.

To make the formulations precise, we borrow some definitions from [3]. Let g be a
Cr -diffeomorphism of a closed n-dimensional ball D. Take an integer m > 0 and any
Cr -diffeomorphism ψ of Rn such that ψ(Bn) ⊂ int (D). The map gm,ψ = ψ−1 ◦ gm ◦
ψ |Bn is a Cr -diffeomorphism that maps Bn into Rn . We will call the maps gm,ψ obtained
by this procedure renormalized iterations of g.

Theorem 1. In the space of Cr -smooth orientation-preserving diffeomorphisms that
map Bn into Rn(n ≥ 2) there is a residual set Sr such that for every map F ∈ Sr , for
every δ > 0, and for every n-dimensional ball D there exists a map g : Rn → Rn, equal
to identity outside D, such that ||g − id||Cr < δ, and F is a renormalized iteration of g.

In other words, a generic Cr -diffeomorphism Bn → Rn is, up to a smooth coordinate
transformation, an iteration of an arbitrarily close to identity map. In fact, the theorem
is an immediate consequence of the following

Lemma 1. Given any ball D ⊂ Rn and any orientation-preserving Cr -diffeomorphism
F : Bn → Rn, for any δ̂ > 0 and ε̂ > 0 there exists a map g, equal to identity outside
D, such that ||g − id||Cr < δ̂ and ||F − gm,ψ ||Cr < ε̂ for some renormalized iteration
gm,ψ = ψ−1 ◦ gm ◦ ψ |Bn . Moreover, the map g and the coordinate transformation ψ
can be constructed in such a way that the sets gi (ψ(Bn))(i = 0, . . . ,m − 2) do not
intersect gm−1(ψ(Bn)).

It is easy to see that this lemma indeed implies Theorem 1. As the sets gi (ψ(Bn))

(i = 0, . . . ,m − 2) do not intersect gm−1(ψ(Bn)), it follows that by adding to g small
perturbations, localized in gm−1(ψ(Bn)), we can make gm,ψ run an open subset in
the space of Cr -diffeomorphisms Bn → Rn . Thus, by Lemma 1, the set Sr (δ) of all
renormalized iterations of the maps g such that ||g − id||Cr < δ (and g equals identity
outside D) contains a subset that is dense and open in the space of Cr -smooth orientation-
preserving diffeomorphisms of Bn into Rn , for every δ > 0. Hence, the intersection Sr
of these sets over all δ > 0 is residual. The set Sr is independent of the choice of the ball
D (because there always exists a conjugacy that takes one such ball to another), which
gives us the theorem.

We prove Lemma 1 in Sect. 4. The first step in our construction of the approximations
of the given map F by renormalized iterations is a representation of F as a superpo-
sition of a pair of certain special maps and some volume-preserving diffeomorphisms
(Lemma 3). Each of the “special maps” can be realized as a flow map through a kind
of saddle-node bifurcation (see Fig. 2), reminiscent of the so-called Kotova–Stanzo–
Ilyashenko lips (see [4–6]). For the volume-preserving diffeomorphisms we exploit the
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results obtained in [3] for symplectic diffeomorphisms and prove (Lemma 4) the exis-
tence of an arbitrarily good (in the Cr -norm on any compact) polynomial approximation
by a superposition of volume-preserving Hénon-like maps. It is known that Hénon-like
maps often appear as rescaled first-return maps near a homoclinic tangency.1 In this
paper we find a kind of homoclinic tangency that does incorporate all the Hénon-like
maps that appear in our volume-preserving polynomial approximations.

Thus, we show that the map F can be approximated arbitrarily well by a superposition
of maps related to certain homoclinic bifurcations. The last step is to build a close to
identity map which displays these bifurcations simultaneously. This is achieved by an
arbitrarily small perturbation of the time-δ map of a certain C∞ flow (the time δ map
of a flow is, obviously, O(δ)-close to identity). A more detailed scheme of the proof is
described in the beginning of Sect. 4.

Note that the approximation (that we construct in Lemma 4) of any volume-preserving
diffeomorphism of a unit ball into Rn by a polynomial volume-preserving diffeomor-
phism is not straightforward, because the Jacobian of the approximating diffeomorphism
should be equal to 1 everywhere, and this constraint is quite strong for polynomial maps.
Had the approximation result been true for all volume-preserving maps, i.e., not nec-
essarily diffeomorphisms, it would produce a counterexample to the famous “Jacobian
conjecture”; however, our approximation uses in an essential way the injectivity of the
map that has to be approximated (we represent the map as a shift by the orbits of some
smooth non-autonomous flow).

It should be mentioned that Theorem 1 does not hold true at n = 1. Indeed, if a map
F on the interval B1 has two fixed points (with the multipliers different from 1), then
every close map F̂ has a pair of fixed points P1,2 as well. If such F̂ is a renormalized
iteration of a diffeomorphism g, i.e., if F̂ = ψ−1 ◦ gm ◦ ψ , then g will also have a pair
of fixed points, ψ(P1) and ψ(P2) (at n > 1 this is not true). The interval between P1
and P2 will therefore be invariant with respect to ψ−1 ◦ g ◦ ψ , hence ψ−1 ◦ g ◦ ψ will
be a root of degree m > 1 of the map F̂ on this interval. Now note that the maps of
the interval that have a root are not dense in C2, according to [31]. Thus, we obtain that
renormalized iterations are not dense either.

One can check through the proof of Theorem 1 that it holds true for finite-parameter
families of orientation-preserving diffeomorphisms:

Theorem 2. In the space of k-parameter families Fε, ε ∈ Bk, of Cr -smooth orientation-
preserving diffeomorphisms of Bn into Rn(n ≥ 2) there is a residual set Skr such that
for every Fε ∈ Skr and for every δ > 0 there exists gε : D × Bk → D such that
||gε − id||Cr < δ and Fε = ψ−1

ε ◦ gm
ε ◦ ψε|Bn for some m > 0 and some family ψε of

Cr -diffeomorphisms of Rn .

The proof is obtained verbatim the proof of Theorem 1 in Sects. 3, 4 (just add the
subscript ε everywhere). Thus, we find that any dynamical phenomenon that occurs
generically in finite-parameter families of dynamical systems can be encountered in
maps arbitrarily close to identity (with the same dimension of the phase space).

1 This fact goes back to [7,8] and, since then, was exploited in many papers, e.g. in [9–22], and in the
conservative case, which is most relevant for this paper, in [23–28] and many other works; see detailed
reviews in [29,30].
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1.3. Guiding principle. To put the result into a general perspective, we recall that one
of the main sources of difficulties in the theory of dynamical systems is that struc-
turally stable systems are not dense in the space of all systems [32–35]; moreover,
most natural examples of chaotic dynamics are indeed structurally unstable (like e.g.
the famous Lorenz attractor [37–40]). Understanding the dynamics of systems from the
open regions of structural instability (i.e., the regions where arbitrarily close to every
system there is a system that is not topologically conjugate to it) has been the sub-
ject of active research for the past four decades. It often happens, and helps a lot, that
structurally unstable systems may possess certain robust properties, i.e., dynamical prop-
erties which are not destroyed by small perturbations. For example, systems with Lorenz
attractor are pseudohyperbolic [30,41,42] (or volume-hyperbolic in the terminology of
[43,44]), and this is, in fact, the very property (expansion of volumes transverse to a
strong-stable invariant foliation) that allowed for a very detailed description of these
systems [37–40,45–48]. Another robust property is uniform partial hyperbolicity, i.e.,
a robust existence of a strong-unstable invariant foliation [33,49–51]. These are partial
cases of the so-called dominated splitting (see e.g. [52,53] for review). In fact, not so
much of robust properties are known; it could even happen that beyond the mentioned
partial hyperbolicity and volume-hyperbolicity no other robust dynamical properties
exist.

There is significant progress in the theory of C1-robust dynamical properties (see
[53,54] for review). A similar general theory of Cr -robust properties with r ≥ 2 does
not exist. Moreover, there is no a priori reason why Cr -robust properties should be
C1-robust, i.e., why it so often happens that possible restrictions to the dynamics (like
the above mentioned partial hyperbolicity and volume hyperbolicity) can be formulated
in terms of the first derivatives only. Still, the following claim [74] can be demonstrated
for various examples of homoclinic bifurcations (see [55–57]), and can be used as a
guiding principle in the study of bifurcations of systems with a non-trivial dynamics:

given an n-dimensional system with a compact invariant set that is neither partially
hyperbolic nor volume-hyperbolic, every dynamics that is possible in Bn should be
expected to occur at the bifurcations of this particular system subject to C∞-small
perturbations.

This statement is not a theorem and it might not be true in some situations, still
it gives a useful view on global bifurcations. In particular, it was explicitly applied in
[58] to Galerkin approximations of damped nonlinear wave equations in order to obtain
estimates from below on the dimension of the maximal attractor in the situation where
classical methods [59] do not work.

Theorem 1 gives one more example to the above stated principle: the identity map has
no kind of hyperbolic structure, neither it contracts nor expands volumes, so it should
not be surprising that its bifurcations lead to an ultimately rich dynamics.

1.4. Universal maps and coexistence of hyperbolic attractors. The same idea can be
expressed in somewhat different terms (cf. [3,28,56] and, for the C1-perspective, see
[54,60]). Let us call the set of all renormalized iterations of a map g : D → D its
dynamical conjugacy class. The map will be called Cr -universal if its dynamical con-
jugacy class is Cr -dense among all orientation-preserving Cr -diffeomorphisms of the
closed unit ball Bn into Rn . By the definition, the dynamics of any single universal map
is ultimately complicated and rich, and the detailed understanding of it is not simpler
than understanding of all diffeomorphisms Bn → Rn altogether.
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At first glance, the mere existence of Cr -universal maps of a closed ball is not obvious
for sufficiently large r . However, Theorem 1 immediately implies the following

Theorem 3. For every r ≥ 1, Cr -universal diffeomorphisms of a given closed ball D
exist arbitrarily close, in the Cr -metric, to the identity map.

Proof. Take an arbitrary sequence of pairwise disjoint closed balls D j ⊂ D, a sequence
of maps Fj which is Cr -dense in space of orientation-preserving Cr -diffeomorphisms
Bn → Rn , and a sequence ε j → +0 as j → +∞. By Theorem 1, given any δ, there
exist maps g j such that g j is identity outside D j , some renormalized iteration of g j is
ε j -close to Fj , and ‖g j − id‖Cr ≤ δ. By construction, the map g(x) ≡ g j (x) at x ∈ D j
( j = 1, 2, . . .) and g(x) ≡ x at x ∈ D\∪∞

j=1 D j is Cr -universal and δ-close to identity.
�

As an immediate consequence of Theorem 3, we obtain the following result.

Theorem 4. Arbitrarily close to the identity map in the space of Cr -diffeomorphisms
Bn → Bn(any r ≥ 1, any n ≥ 2) there exist maps with infinitely many coexisting
uniformly-hyperbolic attractors (and uniformly-hyperbolic repellers) of all topological
types possible in Bn.

Proof. This is true because a hyperbolic attractor is a structurally stable object: given a
map with a uniformly-hyperbolic attractor, any C1-close map has a hyperbolic attrac-
tor topologically conjugate to the original one. For every n ≥ 2 there exists a Cr -
diffeomorphism Bn → Rn with a hyperbolic attractor [61]. Hence, infinitely many of
the maps Fj defined in the proof of Theorem 3 have a hyperbolic attractor as well. It
follows that each universal map constructed in Theorem 3 has infinitely many hyperbolic
attractors; the same is true for hyperbolic repellers. �

We will discuss the coexistence of infinitely many attractors in more detail in the
next Section. Here, the possibility of the birth of even a single hyperbolic attractor
by a small perturbation of the identity map is enough for us. Thus, we can further
pursue the approach of [1] and claim that a hyperbolic attractor can be born at the third
Andronov–Hopf bifurcation. Recall that at the primary Andronov–Hopf bifurcation a
limit cycle is born from an equilibrium state, and at the secondary Andronov–Hopf
bifurcation a two-dimensional invariant torus is born from the limit cycle. The third
Andronov–Hopf bifurcation occurs when a three-dimensional invariant torus is born
from the two-dimensional one (filled by quasiperiodic orbits). The so-called Landau–
Hopf scenario of the onset of turbulence envisioned a chain of further Andronov–Hopf
bifurcations that would lead to a creation of an invariant torus of a sufficiently high
dimension, i.e., to a quasiperiodic regime with a high number of rationally independent
frequencies (see more discussion in [62]). However, as Ruelle and Takens pointed out in
[1], the dynamics on the invariant torus is not necessarily quasiperiodic: at the moment
the torus is born, the system can be perturbed in such a way that every orbit on the torus
will become periodic, hence the Poincaré map will be the identity; hence, as it follows
from our results above, a further small perturbation may lead to a chaotic dynamics for
a flow on the torus of dimension 3 or higher.

2. Universal Maps in the Newhouse Domain

In general, it follows from Theorem 3 that every time we have a periodic orbit for which
the corresponding Poincaré map is, locally, identity:

x̄ = x,
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or coincides with identity up to flat (i.e. sufficiently high order) terms:

x̄ = x + o(‖x‖r ),

a Cr -small perturbation of the system can make the Poincaré map universal, i.e. bifurca-
tions of this orbit can produce dynamics as complicated as it only possible for the given
dimension of the phase space. Thus, arbitrarily complicated dynamical phenomena can
be uncovered by the study of bifurcations of periodic orbits alone.

In order to show how powerful this observation can be, let us apply it to the analysis
of the dynamics of two-dimensional diffeomorphisms from the Newhouse domain. In
the space of Cr -smooth dynamical systems on any smooth manifold, we define the New-
house domain as the interior of the closure of the set of systems that have a homoclinic
tangency (a tangency between the stable and unstable manifolds of a saddle periodic
orbit; for a saddle periodic orbit to exist, the dimension of the phase space should be
at least 3 in the case of continuous time and at least 2 for discrete dynamical systems).
A non-trivial fact [10,11,13,34,35] is that the Newhouse domain at r ≥ 2 is always
non-empty and adjoins to every system with a homoclinic tangency.

Importantly, most of known global bifurcations which lead to the emergence of
chaotic dynamics or happen within the class of systems with complex (chaotic) behavior
are accompanied by a creation of homoclinic tangencies. Therefore, Newhouse regions
in the space of parameters can be detected for virtually every dynamical model with chaos
(see more discussion in [3,15–18,28,56,63]). In my opinion, the ubiquitous presence
of homoclinic tangencies in the dynamical models of a natural origin makes the study
of maps from the Newhouse domain one of the most important problems of chaotic
dynamics (at least for two-dimensional maps; in higher dimensions, the study of Diaz
heterodimensional cycles [60,64,65] should be added to the list, as well as of other types
of heteroclinic cycles). It should also be mentioned that a commonly shared believe (one
of the Palis conjectures [66]) is that the space of two-dimensional Cr -diffeomorphisms
with r ≥ 2 is the closure of the union of just two open sets: axiom A systems (that includes
Morse–Smale systems with simple dynamics), and the Newhouse domain. There is no
hope yet of a proof of this conjecture (a known proof [67] of an analogous statement at
r = 1 cannot be generalized to a higher smoothness). It might, of course, happen that
this conjecture is not true at all. Still, it is an empirical fact that homoclinic tangencies
appear easily in various models, i.e. if a two-dimensional map with a chaotic dynamics
is not uniformly hyperbolic, it quite probably lies in the Newhouse domain.

Typically, a map from the Newhouse domain possesses a basic (i.e. compact, non-
trivial, zero-dimensional, locally-maximal, and transitive) hyperbolic set which is wild—
the term meaning that for the map itself, and for every Cr -close map (r ≥ 2), there
exists an orbit within this set such that its stable and unstable manifolds have a quadratic
tangency [34,35,68]. For a given orbit, the corresponding tangency is a codimension-1
bifurcation phenomenon, so it can always be removed by a small smooth perturbation; the
wildness, nevertheless, means that once the original tangency is removed a new tangency
always appears, corresponding to some other orbit from the same basic hyperbolic set.

A wild hyperbolic set of a Cr -diffeomorphism of a two-dimensional smooth manifold
will be called ultimately wild if it contains a pair of periodic orbits such that at one
periodic orbit the so-called saddle value is less than 1 and at the other periodic orbit it is
greater than 1. The open subset of the Newhouse domain which corresponds to maps with
ultimately wild hyperbolic sets will be called the absolute Newhouse domain. If Q is a
period q point of a map f (i.e. f q Q = Q), the saddle value is, by definition, the absolute
value of the Jacobian of the map f q at Q. Thus, if it is greater than 1, then the map f
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expands area near Q, and it is area-contracting near Q if the saddle value is less than 1.
So, no map from the absolute Newhouse domain is area-contracting, nor area-expanding.
Moreover, the persistent tangencies between the stable and unstable manifolds of the
wild hyperbolic set mean that none of these maps is uniformly hyperbolic, nor uniformly
partially-hyperbolic. Thus, there is no obvious restrictions on the dynamics of two-
dimensional diffeomorphisms from the absolute Newhouse domain, and the following
theorem is, therefore, in agreement with the general “guiding principle” formulated in
Sect. 1.3.

Theorem 5. For every r ≥ 2, a Cr -generic diffeomorphism from the absolute Newhouse
domain in the space of two-dimensional diffeomorphisms is Cr -universal.

Proof. Fix any r ≥ 2 and let a Cr -diffeomorphism of a smooth two-dimensional man-
ifold possess an ultimately wild basic hyperbolic set Λ. Let P and Q be two saddle
periodic points in Λ ( f p P = P and f q Q = Q) such that f p contracts areas near P
and f q expands areas near Q. As the periodic points P and Q are hyperbolic, they are
preserved at all sufficiently small perturbations. Recall also that the unstable manifold of
every point in the basic hyperbolic set has a transverse intersection with the stable man-
ifold of every other orbit in this set. Therefore, the invariant unstable manifold W u(P)
intersects the invariant stable manifold W s(Q) transversely at the points of some hete-
roclinic orbit ΓP Q . By the transversality, this orbit is preserved for all maps sufficiently
close to f . According to [28], given every m ≥ 1, in any neighborhood of f in the
Cr -topology, there is a C∞-diffeomoprphism for which the unstable manifold W u(Q)
has a tangency of order m to the stable manifold W s(P) at the points of some hetero-
clinic orbit ΓQ P (Fig. 3). This is a non-trivial statement: while the possibility to obtain a
quadratic tangency (i.e. m = 1) by an arbitrarily small perturbation follows immediately
from the wildness of Λ and from the fact that the stable and unstable manifold of any
given periodic orbit in the basic hyperbolic set are dense within the union of stable and,
respectively, unstable manifolds of all orbits in this set [34,35], the tangencies of higher
orders are due to the existence of moduli of local Ω-conjugacy [16–18,69].

Let f̃ ∈ C∞ be a Cr -close to f diffeomorphism for which the above described
heteroclinic cycle exists. This cycle is a closed set C that consists of 4 orbits: two
periodic orbits (the period p orbit of P and the period q orbit of Q) such that f p

contracts areas near P and f q expands areas near Q, a transverse heteroclinic ΓP Q and
the orbit ΓQ P of heteroclinic tangency of a sufficiently high order m. We will further
assume that m ≥ r + 1. In Sect. 5 we prove the following

Lemma 2. Given any neighborhood U of the heteroclinic cycle C, arbitrarily Cr -close
to f̃ there is a diffeomorphism f̂ for which in U there is an open region V filled by
periodic orbits of the same period.

We will call the open region V a periodic spot. For every orbit in the periodic spot the
corresponding Poincaré map (the map f̂ k where k is the period of the spot) is, locally,
identity x̄ = x . Hence, as we mentioned in the beginning of this Section, it follows from
Theorem 3 that in any Cr -neighborhood of f̂ there exist Cr -universal maps.

We have just shown (modulo Lemma 2 a proof of which we postpone until Sect. 5) that
the universal maps are Cr -dense in the absolute Newhouse domain. This immediately
implies the genericity of the universal maps. Indeed, given an orientation-preserving
Cr -diffeomorphism g of the unit disk into R2, denote as S(g, δ) the set of all Cr -
diffeomorphisms from the absolute Newhouse domain whose dynamical conjugacy class
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intersects the open δ-neighborhood of g (i.e. whose certain renormalized iteration is at
a Cr -distance smaller than δ from g). This set, by definition, contains all universal
maps—hence, it is dense in the absolute Newhouse domain. This set is also open by def-
inition. Take a countable sequence of maps gi which is dense in the space of orientation-
preserving Cr -diffeomorphisms of the unit disk into R2, and a sequence δ j of positive
reals converging to zero. By construction, the countable intersection ∩i, jS(gi , δ j ) is a
residual subset of the absolute Newhouse domain, and every map that belongs to this
set is universal. �

In essence, this theorem gives an exhaustive characterization of the richness of dynam-
ical behavior in the absolute Newhouse domain: every two-dimensional dynamics can be
approximated by iterations of any generic map from this domain. In a much simpler case
of the Newhouse domain in the space of area-preserving maps, a similar statement is con-
tained in [28]: iterations of a generic area-preserving map from the Newhouse domain
approximate all symplectic dynamics in a two-dimensional disc. For area-contracting
maps, it follows from [18] that the closure of the dynamical conjugacy class of a generic
map from the Newhouse domain contains all one-dimensional maps (we cannot have
truly two-dimensional dynamics there, as the areas are contracted). As we mentioned,
any two-dimensional map without a uniformly-hyperbolic structure, falls, hypotheti-
cally, in one of the three types of the Newhouse domain (or in the boundary of these
domains): the first is filled by area-contracting maps, the second by area-expanding
maps (i.e. the maps inverse to the maps of the first type), and the third is the absolute
Newhouse domain. If, indeed, this conjectural decomposition of the space of Cr -smooth
two-dimensional diffeomorphisms holds true, then our Theorem 5 somehow completes
the description of two-dimensional dynamics.

The three types of Newhouse domains of two-dimensional maps were introduced in
[19]. It has been known since [34] that a generic area-contracting map from the Newhouse
domain has an infinite set of stable periodic orbits, and the closure of this set contains
a (wild) hyperbolic set. The latter fact is especially important: while chaotic dynamics
is usually associated with hyperbolic sets, i.e., with saddle orbits, the Newhouse result
shows that stable periodic motions can imitate chaos arbitrarily well, and they indeed do
it generically [34,36]. For various situations, one also establishes a generic coexistence of
infinitely many nontrivial attractors (quasiperiodic [14,15,20], Henon-like [12], Lorenz-
like [14,21,22]). In [19], for the Newhouse domain of the third type, it was shown that a
generic map has both an infinite set of stable periodic orbits and an infinite set of repelling
periodic orbits; moreover, the intersection of these sets is non-empty and contains an
ultimately-wild hyperbolic set. Thus, not only the Newhouse phenomenon holds, we also
have a new effect here: a generic inseparability of attractors from repellers (this effect
was called mixed dynamics in [20]). Our Theorem 5 strengthens these observations:
it implies the coexistence of infinitely many hyperbolic attractors and repellers for a
generic map from the absolute Newhouse domain (see Theorem 4). As we obtain the
hyperbolic attractors and repellers by a perturbation of periodic spots, and the periodic
spots are found in an arbitrarily small neighborhood of any heteroclinic cycle of the type
we consider in Theorem 5, it follows that the closures of the set of hyperbolic attractors
and of the set of hyperbolic repellers that we construct here contain any transverse
heteroclinic orbit connecting the points P and Q. Such heteroclinic orbits are dense in
the basic hyperbolic set Λ. Thus, we obtain the following

Theorem 6. A Cr -generic two-dimensional map from the absolute Newhouse domain
has an infinite set of uniformly-hyperbolic attractors and an infinite set of uniformly-
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hyperbolic repellers, and the intersection of the closures of these sets contains a non-
trivial hyperbolic set.

In what follows we prove Theorem 1 (Sects. 3, 4) and finish the proof of Theorem 5
(Sect. 5).

3. An Approximation Theorem

Let F be an orientation-preserving Cr -diffeomorphism (r ≥ 3) which maps the ball
Bn : {∑n

i=1 x2
i ≤ 1} into Rn . Without loss of generality we may assume that F is

extended onto the whole Rn , i.e. it becomes a Cr -diffeomorphism Rn → Rn , and it is
identical (i.e. F(x) = x) at ‖x‖ sufficiently large; such extension is always possible.2

Let K be a constant such that

sup
x∈Rn

‖∇ J (x)‖
J (x)

< K , (3.1)

where J (x) is the Jacobian of F . Denote Rn
+ := {xn > 0}.

Lemma 3. There exists a pair of volume-preserving, orientation-preserving Cr−2-
diffeomorphisms Φ1 : Rn

+ → Rn
+ and Φ2 : Rn → Rn such that

F = Φ2 ◦ Ψ2 ◦Φ1 ◦ Ψ1, (3.2)

where
Ψ j := (x1, . . . , xn−1, xn) �→ (x1, . . . , xn−1, ψ j (xn)) ( j = 1, 2), (3.3)

with
ψ1(xn) = eK xn , ψ2(xn) = ln xn . (3.4)

Proof. We will construct a volume-preserving diffeomorphism Φ1 : (x1, . . . , xn ≥
0) �→ (x̄1, . . . , x̄n ≥ 0) in such a way that

det
d

dx
Ψ2 ◦Φ1 ◦ Ψ1(x) ≡ J (x); (3.5)

then the Jacobian of Φ2 = F ◦ (Ψ2 ◦ Φ1 ◦ Ψ1)
−1 will be equal to 1 automatically. By

(3.3), (3.4), condition (3.5) is equivalent to

x̄n = φ(x1, . . . , xn) ≡ K xn

J (x1, . . . , xn−1,
1
K ln xn)

.

It follows from (3.1) that
∂φ/∂xn > 0 (3.6)

2 It can be done as follows. First, extend F to a small convex neighbourhood U of Bn without loss of
smoothness, so that F will be now a Cr -diffeomorphism of U into Rn . Take a smooth family Ft of Cr -
diffeomorphisms U → Rn such that F0 = id and F1 = F , the existence of such family is a standard fact. The
derivative d

dt Ft defines a Cr -smooth vector field Z(t, x) defined at x ∈ Ft (U ), so that F(x0) is the time-1
shift of the initial condition x0 by the orbit of the non-autonomous differential equation ẋ = Z(t, x). Now, if
ξ(t, x) is a Cr -function which equals to 1 everywhere on Ft (Bn) and zero everywhere outside of Ft (U ), then
the time-1 shift by the orbits of the system ẋ = ξ(t, x)Z(t, x) is the sought Cr -diffeomorphism that equals to
F on Bn and is identity outside of U .
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everywhere. Moreover, as F is the identity map outside a bounded region of Rn , we
have that

φ(x) = K xn (3.7)

outside a compact subregion of Rn
+. Therefore, every trajectory of the vector field

ẋ j = 0 ( j ≤ n − 2), ẋn−1 = ∂φ

∂xn
, ẋn = − ∂φ

∂xn−1
(3.8)

extends for all xn−1 ∈ (−∞,+∞), and the time τ(x) that the trajectory of the point
x needs to get to xn−1 = 0 is a Cr−2-function of x , well defined everywhere in Rn

+.
Moreover, as it follows from (3.7), (3.8)

τ(x) = − 1

K
xn−1 + τ0(x), (3.9)

where τ0 is a uniformly bounded function, vanishing identically at xn close to zero
and at sufficiently large xn . Thus, for every fixed values of x j ( j ≤ n − 2), given any
C ∈ (−∞,+∞) the level line τ(x) = C in the (xn−1, xn)-plane coincides with the
straight line xn−1 = −K C at xn close to zero and at sufficiently large xn . Every such
level line is a connected set (as it is the image of the line {xn−1 = 0, xn ≥ 0} by the
time-(−C) map of the flow of (3.8). Thus, as xn runs from 0 to +∞, the value of φ on
this line runs all the values from 0 to +∞ [see (3.7)]. It follows that the map Rn

+ → Rn
+

defined by

x̄ j = x j ( j ≤ n − 2), x̄n−1 = −τ(x), x̄n = φ(x) (3.10)

is surjective.
By (3.8),

∂τ

∂xn−1

∂φ

∂xn
− ∂τ

∂xn

∂φ

∂xn−1
= −1. (3.11)

It follows that for every fixed values of x j ( j ≤ n −2), the function φ changes monoton-
ically along every level line of τ , which implies the injectivity of map (3.10). Thus,
map (3.10) is a Cr−2-diffeomorphism Rn

+ → Rn
+. By (3.11), it is volume-preserving and

orientation-preserving, i.e. it is the sought map Φ1. �
The maps x �→ x̄ of the following form:

x̄1 = x2, . . . , x̄n−1 = xn, x̄n = (−1)n+1x1 + h(x2, . . . , xn) (3.12)

(note no dependence on x1 in h), will be called Hénon-like volume-preserving maps.
Note that such maps are always one-to-one, and the inverse map is also Hénon-like.

Theorem 7. Every orientation-preserving Cr -diffeomorphism F : Bn → Rn can be
arbitrarily closely approximated, in the Cr -norm on Bn, by a map of the following
form:

H2q2 ◦ · · · ◦ H21 ◦ Ψ2 ◦ H1q1 ◦ · · · ◦ H11 ◦ Ψ1, (3.13)

where the maps Ψ1,2 are given by (3.3), and Hjs( j = 1, 2; s = 1, . . . q j ) are certain
polynomial Hénon-like volume-preserving maps.



1246 D. Turaev

Proof. First, take a Cr+2-diffeomorphism F̂ which approximates F sufficiently closely
in Cr . For the map F̂ construct the decomposition F̂ = Φ2 ◦ Ψ2 ◦ Φ1 ◦ Ψ1 given by
Lemma 3; all the maps in the decomposition are at least Cr . The mapΦ1 can be extended
onto xn ≤ 0 by the rule x̄n = K xn, x̄n−1 = xn−1/K [see (3.10), (3.7), (3.9)], so it
becomes a volume-preserving, orientation-preserving Cr -diffeomorphism Rn → Rn .
Then the theorem follows immediately from Lemma 4 below. �
Lemma 4. Every volume-preserving, orientation-preserving Cr -diffeomorphism Φ :
Rn → Rn can be arbitrarily closely approximated, in the Cr -norm on any given com-
pact, by a composition of polynomial Hénon-like volume-preserving maps.

Proof. At n = 2 this result is immediately given by Theorem 1 in [3], so we proceed to
the case n ≥ 3. It is well known that Φ can be imbedded in a smooth in t family Ft of
volume-preserving Cr -diffeomorphisms Rn → Rn such that F0 ≡ id and F1 = Φ. The
derivative d

dt Ft defines a divergence-free vector field X (t, x), i.e. the diffeomorphism
Ft is the time-t shift by the flow generated by the field X . One can approximate X
arbitrarily closely on any given compact by a C∞-smooth divergence-free vector field
which is defined and bounded for all (x, t) ∈ Rn × [0, 1]. Therefore, it is enough to
prove the lemma only for those Φ which can be obtained as the time-1 shift by the
flow generated by such a vector field, i.e. we may assume that X ∈ C∞

b with no loss of
generality.

Let Tτ,t = Ft+τ ◦F−1
t , i.e. it is the shift by the flow of X from the time t to t +τ . This

map is O(τ )-close to identity, in the Cr -norm on any compact subset of Rn ×[0, 1]. By
construction, given any arbitrarily large integer N ,

Φ = Tτ,(N−1)τ ◦ · · · ◦ Tτ,kτ ◦ · · · ◦ Tτ,0 (3.14)

where τ = 1/N , and k = 0, . . . , N − 1.
Note that the vector field X admits the following representation:

X =
n−1∑

i=1

X (i) (3.15)

where X (i) is a C∞-smooth divergence-free vector field such that

ẋ j ≡ 0 at j �= i, i + 1. (3.16)

Indeed, if we write the field X as

ẋi = ξi (x, t), i = 1, . . . , n,

where
∑n

i=1
∂ξi
∂xi

≡ 0 (the zero divergence condition), then the fields X (i) are defined as

ẋi = ηi (x, t), ẋi+1 = ζi (x, t)

with

η1 ≡ ξ1, ηi ≡ ξi − ζi−1 (i = 2, . . . , n − 1),

ζi =−
∫ xi+1

0

∂

∂xi
ηi (x1, . . . , xi , s, xi+2, . . . , xn, t)ds (i =1, . . . , n−2), ζn−1 ≡ξn .
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By construction, the fields X (1), . . . , X (n−2) are divergence-free, and X (n−1) = X −
X (1) − · · · − X (n−2), so X (n−1) is also divergence-free, as X is.

It follows from (3.15) that

Tτ,t = T (n−1)
τ,t ◦ · · · ◦ T (1)τ,t + O(τ 2), (3.17)

where T (i)τ,t is the shift by the flow generated by the vector field X (i). Recall that the maps
Tτ,iτ in (3.14) are O(1/N )-close to identity. Therefore, it follows from (3.17), (3.14)
that

Φ = T (n−1)
τ,(N−1)τ ◦· · ·◦T (1)τ,(N−1)τ ◦· · ·◦T (n−1)

τ,kτ ◦· · ·◦T (1)τ,kτ ◦· · ·◦T (n−1)
τ,0 ◦· · ·◦T (1)τ,0 + O(τ ),

(3.18)
uniformly on compacta.

As τ can be taken arbitrarily small, it follows that in order to prove the lemma, it
is enough to prove that every of the maps T (i)τ,t in the right-hand side of (3.18) can be
approximated arbitrarily well by a composition of Hénon-like volume-preserving maps.
The maps T (i)τ,t are volume-preserving and satisfy

x̄ j = x j at j �= i, i + 1 (3.19)

[see (3.16)]. Therefore, if we denote

x̄i = p(x), x̄i+1 = q(x), (3.20)

then

det

(
∂(p, q)

∂(xi , xi+1)

)

= 1. (3.21)

Thus, we can view (3.20) as an (n −2)-parameter family of symplectic two-dimensional
maps (xi , xi+1) �→ (x̄i , x̄i+1) parameterized by (x1, . . . , xi−1, xi+2, . . . , xn).

According to [3], every finite-parameter family of symplectic maps can be approx-
imated (on any compact) by a composition of families of Hénon-like maps, i.e., in our
case, maps of the form

x̄i = xi+1, x̄i+1 = −xi + h(xi+1; x1, . . . , xi−1, xi+2, . . . , xn).

It follows that every map of the form (3.19), (3.20), (3.21) can be approximated arbitrarily
closely by a composition of the maps of the form

x̄ j = x j at j �= i, i + 1,

x̄i = xi+1, (3.22)

x̄i+1 = −xi + h(xi+1; x1, . . . , xi−1; xi+2, . . . , xn).

It just remains to note that every map of form (3.22) is a composition of volume-
preserving Hénon-like maps; namely, it equals to

Sn−i−1 ◦ H ◦ S ◦ Qn−1 ◦ Si+1,
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where

S := (x1, . . . , xn) �→ (x2, . . . , xn, (−1)n+1x1),

Q := (x1, . . . , xn) �→ (x2, . . . , xn,

n∑

j=1

(−1)n+ j x j ),

H := {x̄1 = x2, . . . , x̄n−1 = xn,

x̄n =
n−1∑

j=1

(−1)n+ j x j − xn + h(xn; xn−i+1, . . . , xn−1; (−1)n+1x2, . . . , (−1)n+1xn−i )}.

�
Remark. Consider the map

Φ0 := (x1, . . . , xn−2, xn−1, xn) �→ (x1, . . . , xn−2, xn,−xn−1). (3.23)

This is an orientation- and volume- preserving diffeomorphism of Rn , therefore we may
rewrite (3.2) as follows:

F = Φ0 ◦ Φ̃2 ◦ Ψ2 ◦Φ0 ◦ Φ̃1 ◦ Ψ1,

where Φ̃1,2 are orientation-preserving, volume-preserving Cr−2-diffeomorphisms (Φ̃ j =
Φ−1

0 ◦Φ j ; we assume thatΦ1 is extended onto the whole of Rn , like in Theorem 7). Now,
by Lemma 4, we obtain the following, more convenient for us, analog of Theorem 7:
the map F can be arbitrarily closely approximated by a map of the following form:

Φ0 ◦ H̃2q2 ◦ · · · ◦ H̃21 ◦ Ψ2 ◦Φ0 ◦ H̃1q1 ◦ · · · ◦ H̃11 ◦ Ψ1, (3.24)

with polynomial Hénon-like volume-preserving maps H̃ js .

4. Proof of Theorem 1

Now we can prove Theorem 1. As we explained in Sect. 1.2, it is enough to prove
Lemma 1. Namely, given any orientation-preserving Cr -diffeomorphism F : Bn → Rn

we will take a sufficiently large disc D ⊂ Rn and construct a Cr -close to identity map
g, equal to identity outside D, such that some renormalized iteration of g, i.e. a map
gm,ψ = ψ−1 ◦ gm ◦ ψ |Bn , is a close (as close as we want) approximation of F . Our
construction allows for making g as close to identity as we want, so once this is done
for one particular ball D, the same can be done for every ball D, since there always
exists a map that takes one such ball to another, we can take this map as a coordinate
transformation on D and this coordinate transformation changes the Cr -distance from
g to identity only to a finite factor. We will also check that g and the rescaling map ψ is
constructed in such a way that gi (ψ(Bn)) ∩ gm−1(ψ(Bn)) = ∅ (i = 0, . . . ,m − 2), in
full agreement with Lemma 1.

The idea of the construction is as follows. Given a diffeomorphism F : Bn → Rn we
will take its sufficiently close approximation F̂ in the form of (3.24). Then we construct
the Cr -close to identity map g whose some renormalized iteration is a close (as close as
we want) approximation to F̂ . The map g is a small perturbation (as small as we want,
in the Cr -norm for any aforehand given r ) of the time-δ map Yδ of a certain C∞ flow
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Y in Rn ; we allow the flow Y to depend continuously (in C∞) on a certain finite set
of parameters [μ’s and γ ’s; see (4.1.1), (4.2.1)] which can take values from [0, 1], the
exact values of these parameters are defined at the end of the construction. The constant
δ can be chosen as small as we need, so Yδ is indeed Cr -close to the identity, uniformly
with respect to the choice of the parameters μ, γ . In our construction, the vector field of
Y vanishes identically outside a sufficiently large ball D that depends on F but it does
not depend on the choice of the approximation F̂ , it does not depend on δ either. The
small perturbations which we will apply to Yδ will also be localized in D. So, our close
to identity map g equals to identity outside D.

We define the flow Y by means of the following procedure: we give explicit formulas
for the vector field inside certain blocks U1±,U2±, V1,2 described below, while between
the blocks we specify only the transition time from the boundary of one block to another
and the corresponding Poincaré map. The existence of a C∞ flow with arbitrary (of
class C∞) transition times and orientation-preserving Poincaré maps between blocks
boundaries is a routine fact (at least for the given geometry of the blocks, see Fig. 2).

As we may always approximate our given diffeomorphism F : Bn → Rn by a
C∞-diffeomorphism arbitrarily well, we assume that F ∈ C∞ from the beginning. Let
Φ1,2 and Ψ1,2 be the maps defined by decomposition (3.2) of F . We define the vector
field inside the blocks U1±,U2± in such a way that a kind of saddle-node bifurcation is
created inside each of the blocks [see (4.1.1), (4.2.1); we build very degenerate saddle-
nodes in order to make formulas for the time-t map simpler—see (4.1.3), (4.2.4)]. The
Poincaré maps from the boundary Σout

j+ of U j+ to the boundary Σ in
j− of U j− ( j = 1, 2)

are chosen in such a way that the resulting flow map from entering U j+ till exiting
U j− is affine conjugate to the map Ψ j [see (4.1.5), (4.2.5), (3.3), (3.4)]. The aforemen-
tioned parameters μ and γ of the flow Y regulate the behaviour near the saddle-nodes
inside the blocks U1±,U2± in such a way that we can control the parameters of this affine
conjugacy; they do not affect the flow outside these blocks. The regions from entering
U j+ till exiting U j− will be called “lips”.

We make the flow inside V1,2 volume-preserving and linear [see (4.1.6), (4.2.2),
(4.2.3)]. Moreover, we put saddle equilibria into V1,2. We define the Poincaré map
between the boundariesΠout

j+ andΠ in
j− of Vj (see Fig. 2) in such a way that a homoclinic

loop to the saddle is created. For the time-δ map Yδ of the flow Y the saddle equilibrium
is a saddle fixed point, and the homoclinic loop is a continuous family of homoclinic
orbits. We perturb the map Yδ in such a way that this family splits into a finite set of
orbits of homoclinic tangency of sufficiently high orders and unfold these tangencies
then. The exact form of the perturbation [see (4.1.17), (4.2.16)] may be chosen such
that the iteration of the perturbed map g for one round near the homoclinic loop is
a close approximation (in appropriately scaled coordinates) to any given polynomial
conservative Hénon-like map [see (4.1.22), (4.2.22)]. Hence, a multi-round iteration
of g can be made arbitrarily close to a superposition of a finite number of any given
polynomial Hénon-like maps. By Lemma 4 such superpositions approximate any given
volume-preserving maps, e.g. maps Φ j from the decomposition (3.2). In this way the
iteration of g which after a large number of rounds near homoclinic orbits takes points
entering Vj to the points entering U3− j , is made as close as we want to the map Φ j
( j = 1, 2), in some rescaled coordinates.

The small perturbation from Yδ to g is localized in a neighbourhood of a finite
number of points; the number of these points depends on the choice of the maps Φ j
only. The positions of these points depend on δ, and the size of the neighbourhood of
these points where the perturbation is localized depends on one more parameter, an
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Fig. 2. An illustration to the proof of Theorem 1

integer p (the size can shrink to zero as p increases to infinity). More importantly, the
increase of p can make the Cr -norm of the perturbation as small as we need. We fix
δ small enough, and then choose p large enough to guarantee the sufficient closeness
of g to identity. The increase of the parameter p also ensures the closeness (after an
appropriate rescaling of coordinates) of the iteration of g, which takes points entering
Vj to the points entering U3− j , to the map Φ j , and it also allows for making the scaling
factor η(p) arbitrarily small. We will show at the end of Sect. 4.1.5 that the smallness
of the scaling factor guarantees that the images gi (ψ(Bn)) (i = 0, . . . ,m − 2) do not
intersect gm−1(ψ(Bn)), as required by Lemma 1.

After the parameters δ and p are chosen so that the map g is sufficiently close to
identity and the iterations of g which take points entering Vj to the points entering U3− j
are sufficiently close to Φ j in certain rescaled coordinates, we choose the parameters μ
and γ of the flow Y within the lips in such a way that the coordinate scalings we make
in the blocks U1,2 and V1,2 match each other [see (4.1.31), (4.1.32), (4.2.28), (4.2.29),
(4.2.30)]. Thus, by construction, the (renormalized) iteration of g that corresponds to
passing from the entrance to U1+ through U1− into V1, then to many rounds near the
homoclinic loop, then to exiting V1 and entering U2+, passing through U2− to V2, a
number of near-homoclinic rounds and return to U1+, is a close approximation to Φ2 ◦
Ψ2 ◦Φ1 ◦ Ψ1, i.e. to the original diffeomorphism F indeed.
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In the two-dimensional case, the key fact that every area-preserving diffeomorphism
can be approximated by some multi-round iteration of a map with a homoclinic tangency
was proven in [28]. To deal with dimensions higher than 2, we construct a very degenerate
homoclinic tangency (in terms of [55], both critical and Lyapunov dimensions for this
tangency are equal to n—this is necessary in order not to lose dimension at the rescaling
of the first-return map). We do not undertake an analysis of the corresponding bifurcation;
instead, we make explicit computations of the rescaled return maps for our particular
example only.

4.1. Two-dimensional case. To make computations more transparent we start with the
case n = 2.

4.1.1. Flow Y in the lips. Let Φ1,2 and Ψ1,2 be the maps defined by (3.2). Let I1±
and I2± be intervals of values of x2 such that x2 ∈ I1+ at (x1, x2) ∈ B2, x2 ∈ I1− at
(x1, x2) ∈ Ψ1(B2), x2 ∈ I2+ at (x1, x2) ∈ Φ1 ◦ Ψ1(B2) and x2 ∈ I2− at (x1, x2) ∈
Ψ2 ◦Φ1 ◦Ψ1(B2). Let R be such that all the intervals I j± lie within {|x2| ≤ R}. Choose
numbers a1+ = a1− + 3 = b1 + 6 = a2+ + 9 = a2− + 12 = b2 + 15. Let the vector field
of Y in the regions U jσ : {|x1 − a jσ‖ ≤ 1, |x2| ≤ R}, j = 1, 2, σ = ±1, be equal to

ẋ1 = −μ j − (1 − μ j )(1 − ξ(x1 − a jσ )),

ẋ2 = σγ j x2 ξ(x1 − a jσ ), (4.1.1)

where μ1,2 > 0 are small [see (4.1.31)], γ1,2 ∈ [0, 1] [see (4.1.32)], and ξ is a C∞
function such that

0 ≤ ξ ≤ 1, ξ(0) = 1, ξ(z) ≡ 0 at |z| ≥ 1

2
. (4.1.2)

As ẋ1 < 0 in U jσ , every orbit of Y that starts in U jσ near x1 = a jσ + 1 must come in
the vicinity of x1 = a jσ − 1 as time grows. For the corresponding time-t map, we have

x1(t) = x1(0)− t +
1

2
β(μ j ), x2(t) = eσγ jα(μ j )x2(0), (4.1.3)

where [see (4.1.1)]

α(μ) =
∫ xn−1(0)−a jσ

xn−1(t)−a jσ

ξ(z)dz

μ + (1 − μ)(1 − ξ(z))
=

∫ 1/2

−1/2

ξ(z)dz

μ + (1 − μ)(1 − ξ(z))
,

β(μ) = 2

(∫ 1/2

−1/2

dz

μ + (1 − μ)(1 − ξ(z))
− 1

)

. (4.1.4)

Note that α(μ) is positive, independent of x1(0) and t [because we assume that the
integration limits (x1(0) − a jσ ) and (x1(t) − a jσ ) are close to 1 in the absolute value,
i.e. they fall in the region where ξ(z) ≡ 0; see (4.1.2)], and both α(μ) and β(μ) tend to
infinity as μ → +0 (the integrals diverge at μ = 0 because ξ(0) = 1).

Denote Σ in
j+ := {x1 = a j+ + 1, |x2| ≤ 1}, Σout

j+ := {x1 = a j+ − 1, |x2| ≤ R},
Σ in

j− := {x1 = a j− + 1, |x2| ≤ R},Σout
j− := {x1 = a j− − 1, |x2| ≤ 1}. Every orbit of Y

that intersects Σ in
j+ at x2 sufficiently small leaves U j+ by crossing Σout

j+ , and the orbits

that intersect Σ in
j− leave U j− by crossing Σout

j− [see (4.1.3)]. Define the vector field Y

in the region betweenΣout
j+ andΣ in

j− in such a way that the orbits starting inΣout
+ reach

Σ in− at time 1, and the corresponding Poincaré map Σout
j+ → Σ in

j− is
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x2 �→ ψ j (x2),

where ψ1(x2) ≡ eK x2 at x2 ∈ I1+ and ψ2(x2) ≡ ln x2 at x2 ∈ I2+ [see (3.4)]. Then,
the flow takes the points from the vicinity of x1 = a j+ + 1 in U j+ into the vicinity of
x1 = a j− − 1 in U j−. By (4.1.3), the corresponding time-t map S jt is

x1(t) = x1(0)− t + β(μ j ), x2(t) = e−γ jα(μ j ) ψ j

(
eγ jα(μ j )x2(0)

)
. (4.1.5)

4.1.2. Flow Y near the homoclinic loops. In the regions Vj : {|x1 − b j | ≤ 1, |x2| ≤ 1}
( j = 1, 2) we put the vector field of Y to be equal to

ẋ1 = −(x1 − b j ), ẋ2 = x2. (4.1.6)

Thus, in Vj , the point O j : {x1 = b j , x2 = 0} is a linear saddle. Its local stable manifold
W s

j is x2 = 0, and the local unstable manifold W u
j is x1 = b j . The time-t map L jt

within Vj is given by

x1(t) = b j + e−t (x1(0)− b j ), x2(t) = et x2(0). (4.1.7)

Let us define Y in the region between Σout
j− and Π in

j+ := {x1 = b j + 1, |x2| ≤ 1} in
such a way that all the orbits starting in a small neighborhood of x2 = 0 inΣout

j− intersect

Π in
j+ at time 1, and the corresponding Poincaré map is the identity:

x2 �→ x2.

Then the time-t map Q jt from a small neighborhood of (x1 = a j− − 1, x2 = 0) in U j−
into a small neighborhood of (x1 = b j + 1, x2 = 0) in Vj is given by

x1(t)− b j = e−(t−x1(0)−2+a j−), x2(t) = et−x1(0)−2+a j− x2(0) (4.1.8)

In order to see this, we recall that the vector field in U j− near x1 = a j− − 1 is given by

ẋ1 = −1, ẋ2 = 0

[see (4.1.1)]. Therefore, the term x1(0) + 2 − a j− in (4.1.8) is the time the orbit spends
in order to get from x(0) to Π in

j+).
Every orbit that enters Vj at x2 > 0 leaves Vj by crossing the cross-sectionΠout

j+ :=
{x2 = 1, |x1 − b j | ≤ 1}, and every orbit that enters Vj at x2 < 0 leaves it by crossing
the cross-section Πout

j− := {x2 = −1, |x1 − b j | ≤ 1}. We assume that the orbits that
start at Πout

j+ close to the point W u
j ∩ Πout

j+ = (b j , 1) return to Vj at time 1 and cross

Π in
j− := {x1 = b j − 1, |x2| ≤ 1}; we also assume that the corresponding Poincaré map

x1 �→ x̄2 is given by

x̄2 = −(x1 − b j )

(the minus sign stands to ensure the orientability of the flow map). It follows that the
time-t map Tjt from a small neighborhood of W u

j ∩Πout
j+ in Vj into a small neighborhood

of (x1 = b j − 1, x2 = 0) in Vj is given by

x1(t) = b j − e−(t−1)/x2(0), x2(t) = −et−1x2(0)
2(x1(0)− b j ). (4.1.9)



Maps Close to Identity and Universal Maps in the Newhouse Domain 1253

For the orbits that start at Πout
j− close to the point W u

j ∩ Πout
j− = (b j ,−1) we

assume that they cross Σ in
3− j,+ at time 1, and the corresponding Poincaré map is given

by x̄2 = −(x1 −b j ). Thus [see (4.1.1), (4.1.2), (4.1.6)], the time-t map G jt from a small
neighborhood of W u

j ∩Πout
j− in Vj into a small neighborhood of (x1 = a3− j,++1, x2 = 0)

in U3− j,+ is

x1(t) = a3− j,+ + 2 − t − ln |x2(0)|, x2(t) = −(x1(0)− b j )|x2(0)|. (4.1.10)

Every C∞ flow Y , which satisfies (4.1.5), (4.1.8), (4.1.7), (4.1.9), (4.1.10), is good
for our purposes. We may therefore assume that the vector field of Y is identically zero
outside some sufficiently large ball D. For small δ, the time-δ map Yδ of the flow is
O(δ)-close to identity in the Cr -norm, for any given r . It also equals to identity outside
D. Let us fix a certain r , and take a sufficiently small δ (for convenience, we assume
that N := δ−1 is an integer). Below we construct an arbitrarily small (in the Cr -norm),
localized in D perturbation of Yδ as follows.

4.1.3. Perturbation of Yδ and rescaling near the homoclinic loops. For the given dif-
feomorphism F , take its sufficiently close approximation in the form of (3.24); in the
two-dimensional case the map Φ0 is given by

Φ0 := (x1, x2) �→ (x2,−x1). (4.1.11)

As there is only a finite number (q1 + q2) of the polynomial maps H̃ js in (3.24), one
can find some finite d ≥ 1 (common for all H̃ js, s = 1, . . . , q j , j = 1, 2) such that the
maps H̃ js are written as follows:

x̄1 = x2, x̄2 = −x1 +
∑

0≤ν≤d

h jsνxν2 . (4.1.12)

Inside the segment I out
j := {e−δ ≤ x2 < 1} of W u

j ( j = 1, 2), we choose q j − 1
different points M j1, . . . ,M j,q j −1, and one point M jq j ∈ W u

j will be chosen in the

segment −e−δ ≥ x2 > −1. Let u js denote the coordinate x2 of M js(s = 1, . . . , q j ). As
Nδ = 1 =flight time from Πout

j+ to Π in
j−, near the segment I out

j the (N + 1)-th iteration
of the time-δ map Yδ is the map Tj,1+δ from (4.1.9), i.e. it is given by

x̄1 = b j − e−δ/x2, x̄2 = −eδx2
2 (x1 − b j ). (4.1.13)

This map takes the segment I out
j onto the segment {b j − 1 ≤ x1 < b j − e−δ, x2 = 0} ∈

W s
j . Let Pj,s+1 = Tj,1+δM js(s = 1, . . . , q j − 1), and let Pj1 be the point (x1, x2 =

(b j + e−δ/2, 0), so Pj1 ∈ W s
j ∩ {b j + e−δ < x1 < b j + 1}. We further denote the

coordinate x1 of Pjs as z js . By (4.1.13),

z j,s+1 = b j − e−δ/u js . (4.1.14)

Recall also that
z j1 = b j + e−δ/2 (4.1.15)

by the definition of Pj1. We stress that u js and (b j − z js) are bounded away from zero.
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Take a sufficiently large integer p and choose some points P ′
js = (z js, z′

js) and M ′
js =

(u′
js, u js), sufficiently close to Pjs and M js respectively ( j = 1, 2; s = 1, . . . , q j ). We

define the coordinates of P ′
js and M ′

js by the following rule:

z′
js = e−pu js, u′

js = b j + e−p(z js − b j ) at s ≤ q j − 1

z′
jq j

= e−(p+l j δ)u jq j , u′
jq j

= b j + e−(p+l j δ)(z jq j − b j ), (4.1.16)

where l j is the maximal integer that is strictly less than 1
δ

ln C jq j , the coefficient C jq j

is defined inductively by formulas (4.1.23), (4.1.20). Note that C jq j stay positive and
uniformly bounded away from zero and infinity, so l jδ remains uniformly bounded for
arbitrarily small δ.

As p is assumed to be large and l jδ is bounded, such defined points P ′
js and M ′

js
are close to respective points Pjs and M js indeed. It follows from (4.1.16) that M ′

js =
L jp P ′

js at s ≤ q j − 1, where L jt is the map (4.1.7). At s = q j we have M ′
jq j

=
L j,p+l j δP ′

jq j
.

Let us add to the map Yδ a small perturbation, which is localized in a small neigh-
borhood of the points Y −1

δ (Pj,s+1) (so outside these small neighborhoods Yδ remains
unchanged). We require that these localized perturbations are such that in a sufficiently
small neighborhood of M js = Y −N

δ (Y −1
δ Pj,s+1) the map gN+1 (where g denotes the

perturbed map) is given by the following perturbation of (4.1.13):

x̄1 = b j − e−δ/x2,

x̄2 = z′
j,s+1 − eδx2

2 (x1 − u′
js) +

∑

0≤ν≤d

ε jsν(x2 − u js)
ν, (4.1.17)

where ε jsν are small coefficients to be determined later [see (4.1.21)]. By (4.1.16), z′
j,s+1

and (u′
js − b j ) are small as well, so (4.1.17) is a small perturbation of (4.1.13) indeed.

It is easy to see from (4.1.17), (4.1.14) that P ′
j,s+1 = gN+1 M ′

js at ε = 0.

At ε = 0 (hence at all small ε) the map T̃ j,1+δ ◦ L jp ≡ g pN+N+1 (where T̃ stands
for the perturbed map T ) takes a small neighborhood of P ′

js = (z js, z′
js) into a small

neighborhood of P ′
j,s+1 = (z j,s+1, z′

j,s+1). By (4.1.17), (4.1.7), (4.1.16), this map is
written as

x̄1 = b j − e−(p+δ)/x2,

x̄2 = z′
j,s+1 − e(p+δ)x2

2 (x1 − z js) +
∑

0≤ν≤d

ε jsνeνp(x2 − z′
js)
ν, (4.1.18)

We choose some η(p) that tends to zero as p → +∞ and introduce rescaled coordi-
nates (v1, v2) near P ′

js by the rule

x1 = z js + C js η v1, x2 = z′
js +

1

C js
η e−pv2, (4.1.19)

where the independent of p positive coefficients C js are determined later [see (4.1.20);
note that C js are bounded away from zero and infinity]. Sinceη tends to zero as p → +∞,
any bounded region of values of v corresponds to a small neighborhood of P ′

js .
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After the rescaling, map (4.1.18) takes the following form [see (4.1.16), (4.1.14)]:

C j,s+1v̄1 = 1

eδu2
jsC js

v2 + O(η),

1

C j,s+1
v̄2 = −eδu2

jsC jsv1 +
∑

0≤ν≤d

ε jsνepην−1C−ν
js v

ν
2 + O(η),

where O(η) stands for η times a bounded function of all variables. As we see, by putting

C j,s+1 = 1

eδu2
jsC js

, (4.1.20)

and
ε jsν = h jsνe−pη1−νC−1

j,s+1Cν
js, (4.1.21)

the map T̃ j,1+δ ◦ L jp near P ′
js takes the form

v̄1 = v2 + O(η),

v̄2 = −v1 +
∑

0≤ν≤d

h jsνv
ν
2 + O(η), (4.1.22)

i.e. it can be made as close as we want to the map H̃ js , provided p is taken large enough
(recall that η → 0 as p → +∞). We take η tending to zero sufficiently slowly, so all
ε jsν → 0 [see (4.1.21); recall that ν ≤ d where d is independent of p and δ]. Thus, our
perturbation to Yδ is arbitrarily small indeed.

It follows that in the rescaled coordinates the map
(

T̃ j,1+δ ◦ L jp

)q j ≡ gq j (pN+N+1)

from a small neighborhood of P ′
j1 into a small neighborhood of P ′

jq j
can be made as

close as we want to the map

H̃ jq j ◦ · · · ◦ H̃ j1,

provided p is large enough. The rescaled coordinates near P ′
j1 and P ′

jq j
are given by

formulas (4.1.19), where the coefficients C j1 > 0 may be taken arbitrary, and the
coefficients C jq j are then recovered from the recursive formula (4.1.20). Further it is
convenient to put

C j1 = e−δ/2. (4.1.23)

Note that p does not enter (4.1.20), (4.1.23), hence C jq j stay bounded away from zero
and infinity as p → +∞.

Now we will also fix the position of the point M jq j by requiring that

ln |u jq j | + ln C jq j = l jδ (4.1.24)

(recall that u jq j is the coordinate x2 of the point M jq j ). Since l j , by its definition, is the

maximal integer that is strictly less than 1
δ

ln C jq j , it follows that

−e−δ ≥ u jq j > −1. (4.1.25)
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From (4.1.7), (4.1.19), (4.1.16), (4.1.24) we obtain that the map L j,p+l j δ from a small
neighborhood of P ′

jq j
into a small neighborhood of M ′

jq j
is identity (i.e. v̄1 = v1, v̄2 =

v2), provided the rescaled coordinates (v1, v2) near M ′
jq j

are introduced as follows:

x1 = u′
jq j

+ |u jq j |−1 η e−pv1,

x2 = u jq j − u jq j η v2. (4.1.26)

Therefore, for the given choice of the coordinates, by taking p → +∞, the map L j,p+l j δ◦(
T̃ j,1+δ ◦ L jp

)q j ≡ gl j +pN+q j (m N+N+1) from a small neighborhood of P ′
j1 into a small

neighborhood of M ′
jq j

can be made as close as we want to H̃ jq j ◦ · · · ◦ H̃ j1 (we have

already proved the same for the map
(

T̃ j,1+δ ◦ L jm

)q j
, and the map L j,p+l j δ is identity

in the chosen coordinates).

4.1.4. Perturbation and rescaling in the region between the loops and the lips. Recall
that, by construction, the point gN+1 M ′

jq j
lies in U3− j,+ in the region a3− j,+ + 1 − δ <

x1 < a3− j,+ + 1. We add to the map Yδ a perturbation, localized near the point Y N
δ M ′

jq j
,

such that the corresponding map G̃ j,1+δ ≡ gN+1 will have the following form near M ′
jq j

:

x̄1 = a3− j,+ + 1 − δ − ln |x2|, x̄2 = −|x2|(x1 − u′
jq j
); (4.1.27)

since u′
jq j

→ b j as p → +∞ [see (4.1.16)], these fomulas define a small perturbation
of the map G j,1+δ given by (4.1.10) indeed.

Denote P ′
3− j,0 = G̃ j,1+δM ′

jq j
. By (4.1.27), the coordinates of P ′

3− j,0 are given by
{x1 = a3− j,+ +1−δ− ln |u jq j |, x2 = 0}. Introduce rescaled coordinates near the points
P ′

3− j,0 ( j = 1, 2) by the rule

x1 = a3− j,+ + 1 − δ − ln |u jq j | + η v1, x2 = η e−pv2. (4.1.28)

When coordinates are rescaled by rule (4.1.26) near M ′
jq j

and by rule (4.1.28) near

P ′
3− j,0, map (4.1.27) takes the form (v1, v2) �→ (v2,−v1) + O(η), i.e. it becomes

arbitrarily close to the map Φ0 [see (4.1.11)] as p → +∞. Thus, in the coordinates
rescaled by rule (4.1.19) near P ′

j1 and by rule (4.1.28) near P ′
3− j,0, the map G̃ j,1+δ ◦

L j,p+l j δ ◦
(

T̃ j,1+δ ◦ L jp

)q j ≡ gl j +(1+q j )(pN+N+1) from a small neighborhood of P ′
j1

into a small neighborhood of P ′
3− j,0 , can be made as close as we want to the map

Φ0 ◦ H̃ jq j ◦ · · · ◦ H̃ j1 as p grows.
Analogously, we take the point M ′

j0 : {x1 = a j− − 1 + δ/2, x2 = 0} ∈ U j− and

perturb the map Yδ near Y N
δ M ′

j0 in such a way that the map Q̃ j,1+δ ≡ gN+1 near M ′
j0

will be given by

x̄1 − b j = e−(δ−x1−1+a j−), x̄2 = eδ−x1−1+a j− x2 + e−pu j1. (4.1.29)

It is a small perturbation of the map Q j,1+δ given by (4.1.8), and it takes M ′
j0 to P ′

j1 [see
(4.1.15), (4.1.16)]. When we introduce rescaled variables near M ′

j0 by the rule

x1 = a j− − 1 + δ/2 + η v1, x2 = η e−pv2, (4.1.30)
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and near P ′
j1 by rule (4.1.19), (4.1.23), map (4.1.29) will take the form v̄ = v + O(η),

i.e. it is close to the identity map. Thus, in the rescaled coordinates given by (4.1.30),

(4.1.28), the map G̃ j,1+δ ◦L j,p+l j δ ◦
(

T̃ j,1+δ ◦ L jp

)q j ◦ Q̃ j,1+δ ≡ gl j +(1+q j )(pN+N+1)+N+1

from a small neighborhood of M ′
j0 into a small neighborhood of P ′

3− j,0, is as close as we

want to the mapΦ0 ◦ H̃ jq j ◦ · · · ◦ H̃ j1 at p large enough, i.e. it is a close approximation
of the map Φ j .

4.1.5. Parameter fitting in the lips. Let us now determine the form of the map S jt :
v �→ v̄ from a small neighborhood of P ′

j0 into a small neighborhood of M ′
j0 in the

coordinates rescaled by the same rules (4.1.28) and (4.1.30) [note that when rescaling
near P ′

j0 one should change j to 3− j in the right-hand side of (4.1.28)]. We will choose
the coefficients μ j in (4.1.1) such that

β(μ j ) = (k + 3/2)δ − 5 + ln |u3− j ,q3− j | (4.1.31)

where k is some sufficiently large integer. Since β → +∞ as μ → +0 [see (4.1.4)],
and ln |u3− j ,q3− j | is bounded [see (4.1.25)], Eq. (4.1.31) has a solution μ j (k) for every
sufficiently large k, and μ j (k) → +0 as k → +∞. It follows that α(μ j (k)) → +∞.
Thus, for any sufficiently large p we can find γ j ∈ (0, 1] and large k such that

η(p) e−p = e−γ jα(μ j (k)). (4.1.32)

From (4.1.5) we immediately obtain that with this choice of μ j , γ j and k the map
S j,kδ ≡ Y k

δ from a small neighborhood the point P ′
j0 into a small neighborhood of M ′

j0
takes the following form in the coordinates rescaled by rules, respectively, (4.1.28) (with
(3 − j) changed to j) and (4.1.30):

v̄1 = v1, v̄2 = ψ j (v2).

As wee see, the map S j,kδ in the rescaled coordinates coincides with the map Ψ j for
v from some open neighborhood of the unit disc B2 (if j = 1) or of Φ1 ◦ Ψ1(B2) (if
j = 2).

Summarizing, we obtain that the map

G̃2,1+δ ◦ L2,p+l2δ ◦
(

T̃2,1+δ ◦ L2p

)q2 ◦ Q̃2,1+δ ◦ S2,kδ ◦
◦ G̃1,1+δ ◦ L1,p+l1δ ◦

(
T̃1,1+δ ◦ L1p

)q1 ◦ Q̃1,1+δ ◦ S1,kδ

≡ gm,

where m = 2k + l1 + l2 + (2 + q1 + q2)(pN + N + 1) + 2(N + 1) is, in certain rescaled
coordinates, a close approximation to the mapΦ2 ◦Ψ2 ◦Φ1 ◦Ψ1 (i.e. to the original map
F), provided H̃ jq j ◦ · · · ◦ H̃ j1 are sufficiently close approximations to Φ̃ j ( j = 1, 2)
and p is large enough.

This is in full agreement with the statement of Lemma 1. In order to complete
the proof, let us verify that the sets gi (ψ(B2)) do not intersect gm−1(ψ(B2)) at
i = 0, . . . ,m − 2 (where ψ is the scaling transformation). Indeed, by construction
ψ(B2) lies in a neighbourhood of the point P10, at the “entrance” to the first lip (see
Fig. 2), so the set gm−1(ψ(B2)) lies near the point g−1 P10, just outside the lip. It follows
from the rescaling formulas (4.1.19), (4.1.26), (4.1.28), (4.1.30) that those of the images
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gi (ψ(B2))(i = 0, . . . ,m − 1) which do not lie inside the lips are each contained in an
O(η)-size disc with the center at gi (Z), where Z is an arbitrarily chosen point from
ψ(B2). Since the set gm−1(ψ(B2)) lies outside the lips, it follows that gm−1(ψ(B2))

can intersect any of gi (ψ(B2))(i = 0, . . . ,m − 2) only if the latter lies at a distance of
order no more than η from gm−1(ψ(B2)), but we can choose η as small as we want for a
fixed δ, so this contradicts to the fact that the map g near the point g−1 P10 shifts points
to a distance at least of order δ, so the first (m − 1) iterations, forward or backward,
of any point that starts near g−1 P10 stay at a distance at least of order δ � η from the
initial point. This finishes the proof of Theorem 1 in the two-dimensional case.

4.2. Higher-dimensional case. In the case of arbitrary n > 2, the construction follows
the same line as in the two-dimensional case.

4.2.1. Flow in the lips. As above, Φ1,2 and Ψ1,2 are the maps defined by (3.2), and
I1± and I2± are intervals of values of xn such that xn ∈ I1+ at x ∈ Bn , xn ∈ I1− at
x ∈ Ψ1(Bn), xn ∈ I2+ at x ∈ Φ1 ◦ Ψ1(Bn) and xn ∈ I2− at x ∈ Ψ2 ◦ Φ1 ◦ Ψ1(Bn). A
value R is chosen such that all the intervals I j± lie within {|xn| ≤ R}. Choose numbers
a1+ = a1− + 3 = b1 + 6 = a2+ + 9 = a2− + 12 = b2 + 15. Define the regions
U jσ : {|xn−1 − a jσ‖ ≤ 1, |xn| ≤ R, |xi | ≤ 1 (i ≤ n − 2)}, and Vj : {|xn−1 − b j | ≤
1, |xi | ≤ 1 (i �= n − 1)}, j = 1, 2, σ = ±1. Let the vector field of a C∞ flow Y in U jσ
be equal to

ẋn−1 = −μ j − (1 − μ j )(1 − ξ(xn−1 − a jσ )),

ẋi = σγiσ xi ξ(xn−1 − a jσ ) (i �= n − 1),
(4.2.1)

where μ1,2 > 0 are small [see (4.2.28), (4.2.29)], γi± ∈ [0, 1] [see (4.2.29), (4.2.30)],
and the C∞ function ξ satisfies (4.1.2). In the regions Vj we make Y equal to

ẋi = −λi xi (i = 1, . . . , n − 2), ẋn−1 = −λn−1(xn−1 − b j ), ẋn = xn; (4.2.2)

here λi > 0 are such that

λ2 = · · · = λn−1 = λ, λ1 = 1 − (n − 2)λ, (4.2.3)

where the positive number λ is specified below [see (4.2.11)].
As ẋn−1 < 0 in U jσ , every orbit of Y that starts in U jσ near xn−1 = a jσ + 1 must

come in the vicinity of xn−1 = a jσ − 1 as time grows. For the corresponding time-t
map, we have

xi (t) = eσγiσ α(μ j )xi (0) (i ≤ n − 2), xn(t) = xn(0)− t +
1

2
β(μ j ), (4.2.4)

where the tending to infinity, asμ → +0, functionsα(μ) andβ(μ) are defined by (4.1.4).
Denote Σ in

j+ := {xn−1 = a j+ + 1, |xn| ≤ 1}, Σout
j+ := {xn−1 = a j+ − 1, |xn| ≤ R},

Σ in
j− := {xn−1 = a j− + 1, |xn| ≤ R}, Σout

j− := {xn−1 = a j− − 1, |xn| ≤ 1} (we

also assume that |xi | ≤ 1 for i ≤ n − 2 on Σ in,out
j± ). Every orbit of Y that intersects

Σ in
j+ at xn, x1, . . . , xn−2 sufficiently small leaves U j+ by crossing Σout

j+ , and the orbits

that intersect Σ in
j− leave U j− by crossing Σout

j− [see (4.2.4)]. We define Y in the region

between Σout
j+ and Σ in

j− in such a way that the orbits starting in Σout
+ reach Σ in− at
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time 1, and the corresponding Poincaré map Σout
j+ → Σ in

j− is (x1, . . . , xn−2, xn) �→
(x1, . . . , xn−2, ψ j (xn)), where the functionsψ j are defined by (3.4). Then, the flow takes
the points from the vicinity of xn−1 = a j+ +1 in U j+ into the vicinity of xn−1 = a j− −1
in U j−. By (4.2.4), the corresponding time-t map S jt is

xi (t) = e(γi+−γi− )α(μ j )xi (0) (i ≤ n − 2),

xn−1(t) = xn−1(0)− t + β(μ j ), xn(t) = e−γn−α(μ j )ψ j (e
γn+α(μ j )xn(0)).

(4.2.5)

4.2.2. Flow near the homoclinic loops. In the region betweenΣout
j− andΠ in

j+ := {xn−1 =
b j + 1, |xi | ≤ 1}, we define Y in such a way that all the orbits starting in a small
neighborhood of xn = x1 = · · · = xn−2 = 0 in Σout

j− intersect Π in
j+ at time 1, and the

corresponding Poincaré map is the identity: (x1, . . . , xn−2, xn) �→ (x1, . . . , xn−2, xn).
Then the time-t map Q jt from a small neighborhood of xn−1 = a j− − 1, xn = x1 =
· · · = xn−2 = 0 in U j− into a small neighborhood of xn−1 = b j + 1 in Vj is given by

xi (t) = e−λi (t−xn−1(0)−2+a j−)xi (0) (i ≤ n − 2),

xn−1(t)− b j = e−λ(t−xn−1(0)−2+a j−), xn(t) = et−xn−1(0)−2+a j− xn(0)
(4.2.6)

[see (4.2.2)].
In Vj ( j = 1, 2), the local stable manifold W s

j of the linear saddle equilibrium state
O j : {xn−1 = b j , xi = 0 (i �= n − 1)} is xn = 0, and the local unstable manifold W u

j
is xn−1 = b j , x1 = · · · = xn−2 = 0. The time-t map L jt within Vj is given by

xi (t) = e−λi t xi (0) (i ≤ n − 2),

xn−1(t)− b j = e−λt (xn−1(0)− b j ), xn(t) = et xn(0).
(4.2.7)

Every orbit that enters Vj at xn > 0 leaves Vj by crossing the cross-section Πout
j+ :=

{xn = 1, |xn−1 − b j | ≤ 1, |xi | ≤ 1 (i ≤ n − 2)}, and every orbit that enters Vj at
xn < 0 leaves it by crossing the cross-section Πout

j− := {xn = −1, |xn−1 − b j | ≤
1, |xi | ≤ 1 (i ≤ n − 2)}. We assume that the orbits that start at Πout

j+ close to the point
W u

j ∩ Πout
j+ = (x1 = · · · = xn−2 = 0, xn−1 = b j ) return to W j at time 1 and cross

Π in
j− := {xn−1 = b j − 1, |xi | ≤ 1(i �= n − 1)}; we also assume that the corresponding

Poincaré map (x1, . . . , xn−1) �→ (x̄1, . . . , x̄n−2, x̄n) is given by

x̄i = xi+1 (i ≤ n − 3), x̄n−2 = xn−1 − b j , x̄n = (−1)n+1x1

[the factor (−1)n+1 stands to ensure the orientability]. It follows that the time-t map
Tjt from a small neighborhood of W u

j ∩ Πout
j+ in Vj into a small neighborhood of

xn−1 = b j − 1 in Vj is given by

xi (t) = e−λi (t−1)xn(0)
λi+1−λi xi+1(0) (i ≤ n − 3),

xn−2(t) = e−λn−2(t−1)xn(0)
λn−1−λn−2(xn−1(0)− b j ),

xn−1(t) = b j − e−λn−1(t−1)xn(0)
−λn−1 , (4.2.8)

xn(t) = (−1)n+1et−1xn(0)
1+λ1 x1(0).

For the orbits that leave Vj by crossing Πout
j− , we assume that the orbits that start at

Πout
j− close to the point W u

j ∩Πout
j− = (x1 = · · · = xn−2 = 0, xn−1 = b j ) crossΣ in

3− j,+
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at time 1, and the corresponding Poincaré map (x1, . . . , xn−1) �→ (x̄1, . . . , x̄n−2, x̄n) is
given by x̄i = xi at i = 1, . . . , n − 2 and x̄n = −(xn−1 − b j ). Thus [see (4.2.1), (4.1.2),
(4.2.2)], the time-t map G jt from a small neighborhood of W u

j ∩Πout
j− in Vj into a small

neighborhood of xn−1 = a3− j,+ + 1 in U3− j,+ is

xi (t) = |xn(0)|λi xi (0) (i ≤ n − 2),

xn−1(t) = a3− j,+ + 2 − t − ln |xn(0)|, (4.2.9)

xn(t) = −|xn(0)|λn−1(xn−1(0)− b j ).

These conditions define the flow Y (we also assume that the vector field of Y is
identically zero outside some sufficiently large ball D). Let us take a sufficiently small δ
such that N := δ−1 is an integer, and proceed to the construction of a small (arbitrarily
small in the Cr -norm, with any chosen in advance r ) perturbation of Yδ , localized in D.

4.2.3. Perturbation of Yδ and rescaling near the homoclinic loops. Take a sufficiently
close approximation of the given diffeomorphism F by the product (3.24). There exists
some finite d ≥ 1, common for all H̃ js (s = 1, . . . , q j , j = 1, 2) such that the polyno-
mial maps H̃ js in (3.24) are written as follows:

x̄i = xi+1 (i ≤ n − 1), x̄n = (−1)n+1x1 +
∑

ν2≥0,...,νn≥0
ν2+···+νn≤d

h jsν

∏

2≤i≤n

xνi
i . (4.2.10)

We will now fix the choice of the positive λ in (4.2.3) such that

λ <
1

(n − 1)d + r
. (4.2.11)

In the segment I out
j := {e−δ ≤ xn < 1} of W u

j ( j = 1, 2), we choose q j − 1
different points M j1, . . . ,M j,q j −1, and one point M jq j ∈ W u

j will be chosen in the

segment −e−δ ≥ xn > −1. Let u js denote the coordinate xn of M js (s = 1, . . . , q j ).
As Nδ = 1, near the segment I out

j the (N + 1)th iteration of the time-δ map Yδ is the

map Tj,1+δ from (4.2.8). Thus, the map Y N+1
δ near I out

j will be given by

x̄1 = e((n−2)λ−1)δx (n−1)λ−1
n x̂2, x̄i = e−λδ x̂i+1 (2 ≤ i ≤ n − 2),

x̄n−1 = b j − e−λδx−λ
n , x̄n = (−1)n+1eδx2−(n−2)λ

n x1
(4.2.12)

(where we denote x̂i = xi at i �= n − 1 and x̂n−1 = xn−1 − b j ). This map takes the
segment I out

j onto the segment {b j − 1 < xn−1 < b j − e−λδ, x1 = · · · = xn−2 = xn =
0} ∈ W s

j . Let Pj,s+1 = Tj,1+δM js(s = 1, . . . , q j − 1), and let Pj1 be a point from

{b j + e−λδ < xn−1 < b j + 1, x1 = · · · = xn−2 = xn = 0} ∈ W s
j . By (4.2.12), the

coordinate xn−1 of Pj,s+1 equals to b j − e−λδu−λ
js .

We take sufficiently large integer p and choose some points P ′
js and M ′

js , sufficiently
close to Pjs and M js respectively ( j = 1, 2; s = 1, . . . , q j ), such that at s ≤ q j − 1
we have M ′

js = L jp P ′
js [where L jt is the map (4.2.7)]. At s = q j we assume M ′

jq j
=

L j,p+l j δP ′
jq j

where l j is an integer to be defined later [see (4.2.31); note that l jδ is
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uniformly bounded]. Denote the coordinates of P ′
js and M ′

js as (z′
js1, . . . , z′

js,n−2, b j +
z′

js,n−1, z′
jsn) and (u′

js1, . . . , u′
js,n−2, b j + u′

js,n−1, u′
jsn) respectively. By (4.2.7),

u′
jsi = e−λi pz′

jsi (i = 1, . . . , n − 1), u′
jsn = epz′

jsn (4.2.13)

at s ≤ q j − 1. At s = q j we have

u′
jq j i = e−λi (p+l j δ)z′

jq j i (i = 1, . . . , n − 1), u′
jq j n = ep+l j δz′

jq j n . (4.2.14)

Note that u′
jsi are small at i ≤ n − 1, as p is assumed to be large, and l jδ is bounded.

The values of z′
jsi with i �= n − 1 will be taken sufficiently small as well, and we will

keep
u′

jsn = u js and z′
j,s+1,n−1 = −e−λδu−λ

js , (4.2.15)

in order to ensure the closeness of P ′
js to Pjs and M ′

js to M js .
The first of the small perturbations which we add to the map Yδ is localized in a

small neighborhood of the points Y −1
δ (Pj,s+1) (so outside these small neighborhoods

Yδ remains unchanged). We take these localized perturbations such that in a sufficiently
small neighborhood of M js = Y −N

δ (Y −1
δ Pj,s+1) the map gN+1 (where g denotes the

perturbed map) is given by (4.2.12) with the following correction term

z′
j,s+1,n − (−1)n+1eδx2−(n−2)λ

n

∣
∣
∣
∣
∣

xn−1 − b j

z′
js,n−1

∣
∣
∣
∣
∣

1
λ
−(n−1)

e−λpz′
js1

+
∑

ν2≥0,...,νn≥0
ν2+...+νn≤d

ε jsν

∏

2≤pi≤n

(x̂i − u′
jsi )

νi (4.2.16)

added into the equation for x̄n , where ε jsν are small coefficients to be determined later
[see (4.2.21)]. The first term in (4.2.16) is small as well [see (4.2.13), (4.2.14)]; in the
second term the values of xn and z′

j,s,n−1 are bounded away from zero, and the exponent
( 1
λ

− (n − 1)
)

is larger than r [see (4.2.11)], hence the second term is also small with the
derivatives up to the order r at least. The first two terms in (4.2.16) ensure, in particular,
that at ε = 0 the coordinate xn of gN+1 M ′

js coincides with that of P ′
j,s+1 [see (4.2.13),

(4.2.15), (4.2.3)]. We want P ′
j,s+1 = gN+1 M ′

js at ε = 0, so we put

z′
j,s+1,1 = e−(1−(n−2)λ)δ−λpu(n−1)λ−1

js z′
js2,

z′
j,s+1,i = e−λ(p+δ)z′

js,i+1 (2 ≤ i ≤ n − 2),
(4.2.17)

[see (4.2.12), (4.2.13), (4.2.15)]. At s = 1 we assume

z′
j1i = 0 at i ≤ n − 2, z′

j1,n−1 = e−λδ/2. (4.2.18)

Now, the values of z′
jsi , u′

jsi are defined by (4.2.13), (4.2.14), (4.2.15), (4.2.17) for all
j, s, i. As one can see, z′

jsi at i �= n − 1 and u′
jsi at i �= n tend to zero as p → +∞, i.e.

P ′
js → Pjs and M ′

js → M js indeed.

At all small ε the map T̃ j,1+δ ◦ L jp ≡ Ỹ pN+N+1
δ takes a small neighborhood of P ′

js
into a small neighborhood of P ′

j,s+1. We choose some η(p) that tends to zero as p → +∞
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and some, independent of p, coefficients C jsi > 0, and introduce rescaled coordinates
v1, . . . , vn near P ′

js by the rule

x1|b j − xn−1|n−1−1/λ = z′
js1|z′

js,n−1|n−1−1/λ + C js1 η e−λp(n−2)v1

x̂i = z′
jsi + C jsi η e−λp(n−i−1)vi (2 ≤ i ≤ n − 1), xn = z′

jsn + C jsn η e−pvn

(4.2.19)

[recall that |b j − xn−1| is close to 1 near Pjs , hence (4.2.19) is a smooth coordinate
transformation]. Since η tends to zero as p → +∞, any bounded region of values of v
corresponds to a small neighborhood of P ′

js .

After the rescaling, the map T̃ j,1+δ ◦ L jp ≡ g pN+N+1 from a small neighborhood of
P ′

js into a small neighborhood of P ′
j,s+1 takes the following form [see (4.2.12), (4.2.7),

(4.2.3), (4.2.13), (4.2.15), (4.2.17), (4.2.19)]:

C j,s+1,i v̄i = e−λδC j,s,i+1vi+1 (i ≤ n − 2),

C j,s+1,n−1v̄n−1 = e−λδ (u−λ
js − (u js + C jsn η vn)

−λ)/η,

C j,s+1,n v̄n = (−1)n+1φ jsC js1v1 +
∑

ν2≥0,...,νn≥0
ν2+...+νn≤d

ε jsνE jsν

∏

2≤i≤n

v
νi
i

where we denote

φ js = eδ(u js + ηC jsnvn)
2−(n−2)λ|z′

js,n−1 + ηC j,s,n−1vn−1| 1
λ
−(n−1),

E jsν = ep(1−λ∑
2≤i≤n−1(n−i)νi ) η(−1+

∑
2≤i≤n νi )

∏

2≤i≤n

Cνi
j si .

Note that
∑

2≤i≤n−1(n − i)νi ≤ (n − 2)d, hence 1 − λ
∑

2≤i≤n−1(n − i)νi > 0 [see
(4.2.11)]. Therefore, all the coefficients E jsν tend to infinity as p → +∞ (provided
η(p) tends to zero sufficiently slowly).

As we see, by putting

C j,s+1,i = e−λδC j,s,i+1 (i ≤ n − 2), C j,s+1,n−1 = λe−λδu−λ−1
js C jsn,

C j,s+1,n = eδu2−(n−2)λ
js |z′

js,n−1|
1
λ
−(n−1)C js1, (4.2.20)

and

ε jsν = h jsi
C j,s+1,n

E jsν
, (4.2.21)

the map T̃ j,1+δ ◦ L jp near P ′
js takes the form

v̄i = vi+1 (i ≤ n − 2), v̄n−1 = vn + O(η),

v̄n = (−1)n+1v1 + O(η) +
∑

ν2≥0,...,νn≥0
ν2+···+νn≤d

h jsν

∏

2≤i≤n

v
νi
i , (4.2.22)

i.e. it can be made as close as we want to the map H̃ js , provided p is taken large enough
(recall that η → 0 as p → +∞). We take η(p) tending to zero sufficiently slowly, so, as
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we mentioned, Ei jν → ∞ as p → +∞, which implies that all ε jsν → 0 (see (4.2.21)),
i.e. our perturbation to Yδ is arbitrarily small indeed.

It follows that in the rescaled coordinates the map
(

T̃ j,1+δ ◦ L jp

)q j ≡ gq j (pN+N+1)

from a small neighborhood of P ′
j1 into a small neighborhood of P ′

jq j
can be made as

close as we want to the map H̃ jq j ◦ · · · ◦ H̃ j1, provided p is large enough (the rescaled
coordinates near P ′

j1 and P ′
jq j

are given by formulas (4.2.19), where the coefficients
C j1i > 0 are taken arbitrary, and the coefficients C jq j i are recovered from the recursive
formula (4.2.20); since p does not enter (4.2.20), it follows that C jq j i stay bounded away
from zero and infinity as p → +∞).

Now, from (4.2.7) we obtain that the same holds true for the map L j,p+l j δ ◦
(

T̃ j,1+δ ◦ L jp

)q j ≡ gl j +pN+q j (pN+N+1) from a small neighborhood of P ′
j1 into a small

neighborhood of M ′
jq j

, where the rescaled coordinates (v1, . . . , vn) are introduced as
follows:

x1|xn−1 − b j |n−1−1/λ = u′
jq j 1|u′

jq j ,n−1|n−1−1/λ + C jq j 1 η e−λ(n−1)p−λl j δv1,

x̂i =u′
jq j i +C jq j i η e−λp(n−i)−λl j δvi (2 ≤ i ≤ n − 1), xn = u jq j +C jq j n ηel j δvn,

(4.2.23)

with the same constants C jq j i as above.

4.2.4. Perturbation and rescaling between loops and lips. Recall that, by construction,
the point Y N+1

δ M ′
jq j

lies in U3− j,+ in the region a3− j,+ + 1 − δ < xn−1 < a3− j,+ + 1.

We add to the map Yδ an additional perturbation, localized near the point Y N
δ M ′

jq j
, such

that the corresponding map G̃ j,1+δ ≡ gN+1 will have the following form near M ′
jq j

:

x̄1 = |xn|1−(n−2)λ(x1 − e−λ(p+l j δ)z′
jq j 1

∣
∣
∣(xn−1 − b j )/z

′
jq j ,n−1

∣
∣
∣

1
λ
−(n−1)

),

x̄i = |xn|λ(xi − u′
jq j i ) (2 ≤ i ≤ n − 2),

x̄n−1 = a3− j,+ + 1 − δ − ln |xn|, x̄n = −|xn|λ(xn−1 − b j − u′
jq j ,n−1).

(4.2.24)

Note that u′
jq j i

at i ≤ n − 1 tend to zero as p → +∞ [see (4.2.14)], while the values of

xn near M ′
jq j

and z′
j,q j ,n−1 stay bounded away from zero; the exponent 1

λ
− (n − 1) in

the first line is larger than r [see (4.2.11)]. Thus, for sufficiently large p, map (4.2.24) is
indeed a Cr -small perturbation of the map G j,1+δ given by (4.2.9).

Denote P ′
3− j,0 = G̃ j,1+δM ′

jq j
. By (4.2.24), this is the point with the coordinates

xi = 0 at i �= n − 1, and xn−1 = a3− j,+ + 1 + (κ j − 1)δ [we assume that the coordinate
xn of M ′

jq j
is u′

jq j n
= u jq j = −e−κ j δ where κ j ∈ (0, 1] is defined by (4.2.31)].

Introduce rescaled coordinates near P ′
3− j,0 by the rule

xi = e−(l j +κ j )δλi C jq j i η e−λp(n−i)vi (i ≤ n − 2),

xn−1 = a3− j,+ + 1 + (1 − κ j )δ + e(l j +κ j )δC jq j n η vn−1,

xn = e−(l j +κ j )δλC j,q j ,n−1 η e−λpvn

(4.2.25)
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(with the same constants C jq j i as above). In coordinates (4.2.23), (4.2.25), map (4.2.24)
takes the form (v1, . . . , vn−1, vn) �→ (v1, . . . , vn,−vn−1) + O(η), i.e. it becomes arbi-
trarily close to the map Φ0 [see (3.23)] as m → +∞. Thus, in the rescaled coordinates,

the map G̃ j,1+δ ◦ L j,p+l j δ ◦
(

T̃ j,1+δ ◦ L jp

)q j ≡ gl j +(1+q j )(pN+N+1) from a small neigh-

borhood of P ′
j1 into a small neighborhood of P ′

3− j,0 , can be made as close as we want

to the map Φ0 ◦ H̃ jq j ◦ · · · ◦ H̃ j1 as p grows.
Analogously, we take the point M ′

j0 : {xn−1 = a j− − 1 + δ/2, xi = 0 (i �= n − 1)} ∈
U j−, and perturb the map Yδ near Y N

δ P ′
j0 in such a way that the map Q̃ j,1+δ ≡ gN+1

near M ′
j0 will be given by

x̄i = e−λi (δ−xn−1−1+a j−)xi (i ≤ n − 2),

x̄n−1 − b j = e−λ(δ−xn−1−1+a j−), x̄n = eδ−xn−1−1+a j− xn + e−pu j1.
(4.2.26)

It is a small perturbation of the map Q j,1+δ from (4.2.6), and it takes M ′
j0 to P ′

j1 [see
(4.2.13), (4.2.15)]. When we introduce rescaled variables near M ′

j0 by the rule

xi = eδλi /2C j1i η e−λp(n−i−1)vi (i ≤ n − 2),

xn−1 = a j− − 1 + δ/2 +
1

λ
eλδ/2C j,1,n−1 η vn−1, (4.2.27)

xn = e−δ/2C j1n η e−pvn,

map (4.2.26) will take the form v̄ = v + O(η), i.e. it is close to the identity map.
Thus, in the rescaled coordinates given by (4.2.27), (4.2.25), the map G̃ j,1+δ ◦ L j,p+l j δ ◦
(

T̃ j,1+δ ◦ L jp

)q j ◦ Q̃ j,1+δ ≡ gl j +(1+q j )(pN+N+1)+N+1 from a small neighborhood of M ′
j0

into a small neighborhood of P ′
3− j,0, is as close as we want to the mapΦ0◦ H̃ jq j ◦· · ·◦ H̃ j1

at p large enough, i.e. it is a close approximation of the map Φ j .

4.2.5. Parameter fitting in the lips. Let us now determine the form of the map S jt : v �→
v̄ from a small neighborhood of P ′

j0 into a small neighborhood of M ′
j0 in the rescaled

coordinates (4.2.27), (4.2.25). By (4.2.5), for an integer k > 0, the map S j,kδ ≡ Y k
δ takes

the point P ′
j0 into M ′

j0 if

β(μ j ) = (k + κ3− j − 1/2)δ − 5 (4.2.28)

[see (4.2.27), (4.2.25)]. Since β → +∞ as μ → +0 [see (4.1.4)], for every sufficiently
large k equation (4.2.28) has a solution μ j (k), and μ j (k) → +0 as k → +∞. It follows
that α(μ j (k)) → +∞. Thus, for any sufficiently large p we can find γn± ∈ (0, 1] and
k such that

e−γn+α(μ j (k)) = e−(l3− j +κ3− j )δλC3− j,q3− j ,n−1 η e−λp,

e−γn−α(μ j (k)) = e−δ/2C j1n η e−p.
(4.2.29)

This guarantees that v̄n = ψ j (vn) [see (4.2.27), (4.2.25), (4.2.5)].
We also obtain v̄i = vi at i ≤ n − 2 by choosing γi± ∈ (0, 1] such that

e−γi+α(μ j (k)) = eδλi /2C j1i η e−λp,

e−γi−α(μ j (k)) = e−(l j +κ j )δλi C3− j,q3− j ,iη.
(4.2.30)
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Finally, we fix the choice of the integer l j and κ j ∈ (0, 1] as follows:

e(l j +κ j )δ = 1

λ
eλδ/2C3− j,1,n−1/C jq j n . (4.2.31)

This [along with (4.2.28)] gives us v̄n−1 = vn−1 for the map S j,kδ in the coordinates
(4.2.27), (4.2.25). As wee see, the map S j,kδ in the rescaled coordinates coincides with
the map Ψ j for v from some open neighborhood of the unit ball Bn (if j = 1) or of
Φ1 ◦ Ψ1(Bn) (if j = 2).

Thus, we see that the map

G̃2,1+δ ◦ L2,p+l2δ ◦
(

T̃2,1+δ ◦ L2p

)q2 ◦ Q̃2,1+δ ◦ S2,kδ

◦ G̃1,1+δ ◦ L1,p+l1δ ◦
(

T̃1,1+δ ◦ L1p

)q1 ◦ Q̃1,1+δ ◦ S1,kδ

≡ g2k+l1+l2+(2+q1+q2)(pN+N+1)+2(N+1)

is a close approximation to the map F = Φ2 ◦Ψ2 ◦Φ1 ◦Ψ1, provided H̃ jq j ◦· · ·◦ H̃ j1 are

sufficiently close approximations to Φ̃ j ( j = 1, 2) and p is large enough. This completes
the proof of Theorem 1 (the absence of intersections of gm−1(ψ(Bn)) with gi (ψ(Bn))

at i = 0, . . . ,m − 2 is established in the same way as in the case n = 2; see the end of
Sect. 4.1.5).

5. Birth of Periodic Spots from a Heteroclinic Cycle

In this Section we prove Lemma 2, thus finishing the proof of Theorem 5. Namely, we
consider a Cρ-diffeomorphism f̃ of a smooth two-dimensional manifold and assume
that f̃ has a pair of saddle periodic points P and Q of periods p and, respectively, q.
Denote as T01 the map f̃ p restricted onto a small neighborhood of P , and denote as
T02 the map f̃ q restricted onto a small neighborhood of Q. By definition, T01 P = P
and T02 Q = Q. One can introduce coordinates (x1, y1) in the neighborhood of P and
(x2, y2) in the neighborhood of Q such that the maps T0 j will have the form

x̄ j = λ j x j + · · · , ȳ j = γ j y j + · · · ,
where |λ j | < 1, |γ j | > 1; the dots stand for nonlinearities. The numbers λ1, γ1 and
λ2, γ2 are the multipliers of the periodic points P and Q, respectively. We assume

J1 := |λ1γ1| < 1 and J2 := |λ2γ2| > 1. (5.1)

Every saddle periodic point lies in the intersection of two Cρ-smooth invariant mani-
folds: the points in the stable invariant manifold W s tend to the periodic orbit at forward
iterations of the map, and the points in the unstable invariant manifold W u tend to the
periodic orbit at backward iterations. With our choice of the coordinates, the unsta-
ble manifold is tangent at the periodic point to the y-axis, and the stable manifold
is tangent to the x-axis. One can locally straighten W u and W s , i.e. the coordinates
(x j , y j ) can be chosen in such a way that W s

loc(P) = {y1 = 0}, W u
loc(P) = {x1 = 0},

W s
loc(Q) = {y2 = 0}, W u

loc(Q) = {x2 = 0}.
Assume that W u(P) has an orbit of a transverse intersection with W s(Q). This

means that M+
2 := f̃ k12 M−

1 ∈ W s
loc(Q) for some positive integer k12 and some point
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Fig. 3. A non-transverse heteroclinic cycle

M−
1 (0, y−

1 ) ∈ W u
loc(P), and the curve f̃ k12(W u

loc(P)) intersects W s
loc(Q) at the point

M+
2 (x

+
2 , 0) transversely. We denote the map f̃ k12 restricted onto a small neighborhood

of M−
1 as T12. It can be written as

x̄2 − x+
2 = a1x1 + b1(y1 − y−

1 ) + · · · , ȳ2 = c1x1 + d1(y1 − y−
1 ) + · · · , (5.2)

where d1 �= 0 because of the transversality of T12(W u
loc(P)) to W s

loc(Q); the dots stand
for quadratic and higher order terms. As an orbit of intersection of W u(P) and W s(Q),
the orbit ΓP Q of the point M−

1 is heteroclinic: it tends to the orbit of P at backward
iterations of f̃ and to the orbit of Q at forward iterations. Note that since d1 �= 0, we
may rewrite (5.2) in the so-called cross-form:

d1(x̄2 − x+
2 ) = Dx1 + b1 ȳ2 + · · · , d1(y1 − y−

1 ) = ȳ2 − c1x1 + · · · , (5.3)

where D := a1d1 − b1c1.
Another assumption is that f̃ has a heteroclinic orbit ΓQ P at the points of which

W u(Q) has a tangency of order m with W s(P). This means that there exists a pair of
points, M−

2 (0, y−
2 ) ∈ W u

loc(Q) and M+
1 (x

+
1 , 0) ∈ W s

loc(P), such that M+
1 = f̃ k21 M−

2 for
some positive integer k21, and the curve f̃ k21(W u

loc(Q)) has a tangency of order m with
W s

loc(P) at M+
1 (see Fig. 3). We denote the map f̃ k21 restricted onto a small neighborhood

of M−
2 as T21. It can be written as

x̄1 − x+
1 = a2x2 + b2(y2 − y−

2 ) + · · · , ȳ1 = c2x2 + d2(y2 − y−
2 )

m+1 + · · · , (5.4)

where d2 �= 0; the dots stand for higher order terms. Obviously, to speak about the
tangency of order m, the smoothness of f̃ has to be sufficiently high, i.e. ρ ≥ m + 1.
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The two periodic orbits (the orbit of P and the orbit of Q) and two heteroclinic orbits,
ΓP Q and ΓQ P comprise a heteroclinic cycle C . Let U be a small neighborhood of the
heteroclinic cycle. We prove the following statement (Lemma 2):

Given any neighborhood U of the heteroclinic cycle C = P ∪ Q ∪ ΓP Q ∪ ΓQ P ,
for any r ≤ m − 1, arbitrarily Cr -close to f̃ there is a diffeomorphism f̂ which has a
periodic spot in U.

Proof. Let us fix the orientation in the neighborhood of Q by requiring that the deter-
minant D of the derivative matrix ∂T12/∂(x, y) is positive at the point M−

1 . Then, let
us require that the determinant of ∂T21/∂(x, y) at the point M−

2 is also positive, i.e. we
have

D > 0 and b2c2 < 0. (5.5)

This is always the case if the manifold on which f is defined is orientable and f is
orientation-preserving.

We will prove the lemma under condition (5.5); moreover, instead of r ≤ m − 1 we
will do it for all r ≤ m (i.e. the periodic spot can be born in U at a perturbation of f̃
which is arbitrarily small in Cm). If condition (5.5) is not satisfied, i.e. Db2c2 > 0 so
the cycle C is “non-orientable”, then it is easy to show (see Lemma 8 in [28]) that an
arbitrarily small perturbation can be added to f̃ such that a new (double-round) orbit
of heteroclinic tangency of order (m − 1) between W u(Q) and W s(P) is born, and the
corresponding cycle is now orientable. Thus, by adding to the map with this orientable
heteroclinic cycle a perturbation which is arbitrarily small in Cm−1, we obtain periodic
spots in the non-orientable case as well.

In what follows we assume (5.5) and r = m. We will also assume ln |γ1| ln |γ2| �=
ln |λ1| ln |λ2| (one can always achieve this by an arbitrarily small perturbation of f̃
without destroying the order m tangency between W u(Q) and W s(P)). In fact, we can
always assume

ln |γ1| ln |γ2| < ln |λ1| ln |λ2|, (5.6)

as the case ln |γ1| ln |γ2| > ln |λ1| ln |λ2| reduces to the given one by considering the
map f̃ −1 instead of f̃ (and interchanging P with Q).

Let us imbed f̃ in any (m + 1)-parameter family fν of maps, of class Cρ with respect
to coordinate and parameters. The corresponding map T21 will also depend smoothly
on parameters. Since it has form (5.4) at ν = 0, i.e. all the derivatives of ȳ1 with respect
to (y2 − y−

2 ) vanish up to the order m, it follows that at non-zero ν the map T21 can be
written in the form

x̄1−x+
1 = a2x2+b2(y2−y−

2 )+· · · , ȳ1 = c2x2+
m−1∑

s=0

μs(y2−y−
2 )

s+d2(y2−y−
2 )

m+1+· · · ,
(5.7)

whereμs are smooth functions of ν (note that x+
1 and y−

2 also depend on ν now: the value
of y−

2 is fixed by the condition ∂m ȳ1/∂ym
2 = 0 at y2 = y−

2 ; thus y−
2 is a Cρ−m-function

of ν, and μs are also Cρ−m ; the high-order terms that are denoted by dots in (5.7) and
(5.3) depend now also on ν, Cρ−m-smoothly).

Denote θ = | ln J2/ ln J1|. The value of θ is a Cρ−1-smooth function of ν. We may
always put a family fν in general position, i.e. we may further assume

∂(μ0, . . . , μm−1, θ)

∂(ν1, . . . , νm+1)
�= 0. (5.8)
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This, in particular, means that by changing ν we may change the values of any of the
parameters θ andμs while keeping the other parameters constant. For example, one may
change the value of θ and keep μ = 0, i.e. keep the order m tangency between W u(Q)
and W s(P).

Varying the parameters ν can lead to the destruction of the heteroclinic cycle and
to bifurcations of other orbits in U . We will further focus on one instance of such
bifurcations. We call a periodic orbit of the map fν single-round if it stays entirely in U
and visits a small neighborhood of each of the points M±

1,2 only once, i.e. the point of
intersection of the single-round orbit with a small neighborhood of M+

1 is a fixed point

of the map T21T k2
02 T12T k1

01 for some positive integers k1 and k2; the image of this point

by the map T k1
01 lies in a small neighborhood of M+

1 , the image by T12T k1
01 lies in a small

neighborhood of M−
2 , and the image by T k2

02 T12T k1
01 lies in a small neighborhood of M+

2 .
Below we will prove the following

Lemma 5. Let assumptions (5.1), (5.6), (5.5), (5.8) be satisfied. Then, there exist a
sequence νl → 0 and sequences of integers k1l → +∞ and k2l → +∞ such that
at ν = νl the map fν has a single-round periodic orbit which corresponds to a fixed
point of the map Tl := T21T k2l

02 T12T k1l
01 , and the map Tl near this point is, in some

Cρ-coordinates (u, v), given by

(ū, v̄) = Φ(u, v) + o(|u|m + |v|m), (5.9)

where Φ denotes the time-1 map by the flow

u̇ = v, v̇ = −Ψ (u)(1 + v) (5.10)

near (u, v) = (0, 0); here Ψ is a polynomial such that Ψ (0) = 0 and Ψ ′(0) ≥ 0.

Before we start proving Lemma 5, we remark that system (5.10) has an integral
H(u, v) = ∫

Ψ (u)du + v − ln(1 + v) = v2

2 + Ψ ′(0) u2

2 + · · · . Thus, when Ψ ′(0) > 0,
the equilibrium at zero is a center: every orbit of (5.10) is in this case a closed curve
surrounding the origin. The corresponding time-1 map Φ is, therefore, conservative (it
preserves the area form 1

1+v du∧dv) and has an elliptic point at the origin. Note that map
(5.9) can, by an arbitrarily Cm-small perturbation, be made equal to (ū, v̄) = Φ(u, v)
identically in a sufficiently small neighborhood of zero. Hence, Lemma 5 implies, that
by an arbitrarily Cm-small perturbation of the map f̃ a periodic point can be born in a
small neighborhood of the heteroclinic cycle C such that the first-return map near this
point will be area-preserving and the point will be elliptic (i.e. its multipliers lie on the
unit circle). The area-preservation property of the first-return map in a neighbourhood
of this point is crucial because, by [70,71], an arbitrarily Cm-small perturbation of an
area-preserving map in a neighborhood of an elliptic point creates an orbit of homoclinic
tangency; the perturbation does not destroy the area-preserving property. By Theorem 5
of [28], an arbitrarily Cm-small perturbation of any area-preserving map with a homo-
clinic tangency leads to the birth of a periodic spot (again, the area-preservation was
crucially important for the quoted result of [28]). As we see, once Lemma 5 provides us
with an elliptic periodic orbit whose normal form is area-preserving up to a sufficiently
high order, the birth of periodic spots from the heteroclinic cycles under consideration
follows from the results of [28] on perturbations of area-preserving maps. Thus, in order
to finish the proof of Lemma 2 and Theorem 5, it remains to prove Lemma 5.
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Proof of Lemma 5. At m = 1 Lemma 5 claims only that a periodic orbit can be born
with the eigenvalues on the unit circle. Such statement can be found in [19,20], so we
further focus on the much more involved case m ≥ 2. We prove the lemma in two steps.
First, we show that for an appropriate choice of k1 and k2 the first-return map T can be
brought, by a rescaling of coordinates, to a standard form (5.22) (a similar form for the
rescaled first-return map was obtained in [20] for the case m = 1; map (5.22) was also
obtained in [28] as the rescaled first-return map near a homoclinic tangency of order m).
Next, we choose the values of the parameters of (5.22) to be close to a bifurcation of a
parabolic point; we bring the map to a normal form near this point and show that this
normal form coincides with (5.9) for a proper choice of the parameters.

Since the periodic points P and Q are saddle, it follows that given any small
x j0 and y jk (where j = 1, 2) and any k ≥ 0 there exist uniquely defined small
x jk and y j0 such that (x jk, y jk) = T k

0 j (x j0, y j0) and all the points in the orbit

{(x j0), y j0), T0 j (x j0, y j0), . . . , T k
0 j (x j0, y j0)} lie in a small neighborhood of P (at

j = 1) or Q (at j = 2), see [19] and, for a more detailed exposition, Chapter 3 of
[72]. Denote

x jk = λk
j x j0 + ξ jk(x j0, y jk, ν), y j0 = γ−k

j y jk + η jk(x j0, y jk, ν). (5.11)

By [15], one can introduce Cρ-coordinates (x j , y j ) near the saddle periodic points in
such a way that

ξ jk = o(λk
j ), η jk = o(γ−k

j ), (5.12)

i.e. the map T k
0 j written in the “cross-form” (5.11) is linear in the main order.3 By [15],

the same o(λk
j ) and, resp., o(γ−k

j ) estimates hold for the derivatives of the functions ξ jk

and η jk up to the order (ρ−1)with respect to (x j0, y jk) and up to the order (ρ−2)with
respect to parameters; while for the higher order derivatives up to the order ρ for which
the number of differentiations with respect to the parameters does not exceed (ρ − 2)
we have that they uniformly tend to zero as k → ∞.

Let δ > 0 be sufficiently small. Consider rectangular neighborhoods Π+
j : {|x j −

x+
j | < δ, |y j | < δ} and Π−

j : {|y j − y−
j | < δ, |x j | < δ} of M+

j and M−
j ( j = 1, 2),

and take any sufficiently large integers k1 and k2. By (5.11), (5.12), the set σ jk j =
Π+

j ∩ T
−k j
0 j Π−

j is non-empty: it is a strip of the form {|γ k j
j y j − y−

j | < δ + o(1)k→+∞}.
We introduce a new coordinate y j on σ jk j such that

y j,old = γ
−k j
j y j,new + η jk j (x j , y j,new) (5.13)

[i.e. y j,new equals to y jk j from (5.11)].

By construction, the map T12T k1
01 is defined on σ1k1 ; in the new coordinates, when

this map takes a point (x1, y1) ∈ σ1k1 into a point (x̄2, ȳ2) ∈ σ2k2 it can be written in the
following form [see (5.3), (5.13)]:

d1(x̄2 − x+
2 ) = Dλk1

1 x1 + φ1(x1) + b1γ
−k2
2 ȳ2 + o(γ−k2

2 ),

d1(y1 − y−
1 ) = −c1λ

k1
1 x1 − φ2(x1) + γ−k2

2 ȳ2 + o(γ−k2
2 ),

(5.14)

3 The notation o(λk )means λk times a function (of all variables and parameters) which uniformly tends to
zero as k → ∞; recall that λ and γ may vary as parameters vary.
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where the functions φ1,2 are o(λk1
1 ) and independent of y. Analogously, the map T21T k2

02
that takes a point (x2, y2) ∈ σ2k2 into a point (x̄1, ȳ1) ∈ σ1k1 is given by

x̄1 − x+
1 = a2λ

k2
2 x2 + b2(y2 − y−

2 ) + o(y2 − y−
2 ) + o(λk2

2 ),

γ
−k1
1 ȳ1 = c2λ

k2
2 x2 +

m−1∑

s=0

μs(y2 − y−
2 )

s

+ d2(y2 − y−
2 )

m+1 + o((y2 − y−
2 )

m+1) + o(λk2
2 ) + o(γ−k1

1 )

(5.15)

[see (5.7)]. We will now change the variable y1 to y1 + d−1
1 (c1λ

k1
1 x1 +φ2(x1)). Then the

second lines in (5.14) and (5.15) will change to

d1(y1 − y−
1 ) = γ

−k2
2 ȳ2 + o(γ−k2

2 ),

and, respectively,

γ
−k1
1 ȳ1 = c2λ

k2
2 x2 +

m∑

s=0

μ̂s(y2 − y−
2 )

s + d2(y2 − y−
2 )

m+1

+ o((y2 − y−
2 )

m+1) + o(λk2
2 ) + o(γ−k1

1 ),

where μ̂s = μs + O(λk1
1 ) (s = 0, . . . ,m − 1) and μ̂m = O(λk1

1 ).
It is easy to see that since d1 �= 0, d �= 0 one can find constants C j = O(|λ3− j |k3− j +

|γ j |−k j ) and K j = O(|γ3− j |−k3− j + |λ j |k j ) ( j = 1, 2) such that, after the following
shift of the origin:

x j,new = x j − x+
j + C j , y j,new = y j − y−

j + K j , (5.16)

we obtain (x̄2,new, y1,new) = 0 at (x1,new, ȳ2,new) = 0, and x̄1,new = 0,
∂m ȳ1,new/∂ym

1,new = 0 at (x2,new, y2,new) = 0. Thus, after this transformation, the

maps T12T k1
01 and T21T k2

02 will be written as

d1 x̄2 = Dλk1
1 x1 + O(γ−k2

2 ȳ2) + o((|λ1|k1 + |γ2|−k2)x1),

d1 y1 = γ
−k2
2 ȳ2 + o(γ−k2

2 ȳ2) + o(|γ2|−k2 x1), (5.17)

and, respectively,

x̄1 = b2 y2 + o(y2) + O(λk2
2 x2),

γ
−k1
1 ȳ1 = c2λ

k2
2 x2 +

m−1∑

s=0

μ̃s ys
2 + d2 ym+1

2 + o(ym+1
2 ) + o(λk2

2 x2),
(5.18)

where the modified parameters μ̃s are such that μ̃s = μs + o(1)k1,2→+∞.
By virtue of (5.8), by an arbitrarily small change of ν we can make θ :=

|ln |λ2γ2|/ ln |λ1γ1|| rational without changing the values of μ. Therefore, we may from
the very beginning assume that at ν = 0 the system has a heteroclinic cycle with a
tangency of the order m, and the value θ0 := θ(0) is rational. Further we always assume
that

k1 = θ0k2 (5.19)
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in (5.17), (5.18). We will also assume that both k1 and k2 are even, so λ
k j
j and γ

k j
j are

positive. It follows from (5.19), (5.6), (5.1) that

γ
−k2
2 � λ

k1
1 � γ

−k1
1 � λ

k2
2 . (5.20)

Now, let us introduce new, rescaled coordinates (X1,Y1, X2,Y2) and parameters
(B, E0, . . . , Em−1) by the following rule:

x1 = b2d1γ
−k1/m
1 γ

−k2/m
2 X1, x2 = Db2λ

k1
1 γ

−k1/m
1 γ

−k2/m
2 X2,

y1 = γ
−k1/m
1 γ

−k2(1+1/m)
2 Y1, y2 = d1γ

−k1/m
1 γ

−k2/m
2 Y2,

μ̃s = ds
1

(
γ

k1/m
1 γ

k2/m)
2

)−(m+1−s)
Es (s = 0, . . . ,m − 1), (5.21)

θ = β0 +
ln(−B/(Db2c2))

k2| ln |λ1γ1|| ;

recall that Db2c2 < 0 by our assumption (5.5), so the new parameter B should be
positive. After the rescaling, the maps T12T k1

01 [given by (5.17)] and T21T k2
02 [given by

(5.18)] are rewritten as follows [we take into account (5.19), (5.20)]:

X̄2 = X1 + o(1)k1,2→+∞
Y1 = Ȳ2 + o(1)k1,2→+∞, and

X̄1 = Y2 + o(1)k1,2→+∞,

Ȳ1 = −B X2 +
∑m−1

s=0
EsY s

2 + d Y m+1
2 + o(1)k1,2→+∞,

where d := d2dm+1
1 �= 0. It follows that with our choice of k1,2 the map T :=

T21T k2
02 T12T k1

01 on σ1k1 can be written as

X̄ = Y + o(1)k1,2→+∞, Ȳ = −B X +
m−1∑

s=0

EsY s + d Y m+1 + o(1)k1,2→+∞,

where (X,Y ) are the coordinates which were previously denoted as (X1,Y1). By denot-
ing the right-hand side of the equation for X̄ as the new Y -variable, we finally write the
map T in the following form

X̄ = Y, Ȳ = −B X +
m−1∑

s=0

EsY s + d Y m+1 + o(1)k1,2→+∞. (5.22)

The transformation to coordinates (X,Y ) was of class Cρ with respect to the original
coordinates and Cρ−m with respect to the parameters (more precisely: the mth deriva-
tives with respect to the coordinates are Cρ−m with respect to both the coordinates and
parameters). The o(1)-terms in (5.22) are functions of (X,Y ) and (B, E0, . . . , Em−1)

which tend to zero as k1,2 → +∞. The derivatives of these terms up to the order ρ with
respect to (X,Y ) and (B, E0, . . . , Em−1) also tend to zero as k1,2 → +∞, provided the
number of differentiations with respect to the parameters (B, E0, . . . , Em−1) does not
exceed (ρ−m). In any case, since ρ ≥ m + 1, we have that the derivatives of these terms
with respect to (X,Y ) up to the order m tend to zero, all with at least one derivative with
respect to (B, E0, . . . , Em−1).



1272 D. Turaev

Next we show that if the o(1)-terms are sufficiently small (i.e. k1,2 are sufficiently
large), then a map of form (5.22) has, at certain uniformly (with respect to k) bounded
values of E and B > 0 and in a bounded region of (X,Y ), a fixed point near which the
map is smoothly conjugate to (5.9). This will give us the lemma: by (5.21), (5.16), any
bounded values of (X,Y ) correspond to (x1, y1) → (x+

1 , y−
1 ) as k1,2 → +∞, i.e. if the

values of (X,Y ) stay bounded (uniformly for all k1,2 large enough) at the fixed point,
then the latter belongs to the domain of definition of the first-return map T21T k2

02 T12T k1
01

at all sufficiently large k1,2; and any bounded values of (E0, . . . , Em−1) and B > 0
correspond to νk → 0 as k1,2 → +∞.

We start with shifting the origin of the (X,Y ) coordinates to a fixed point. Namely,
we may take any Y ∗ as the coordinate X = Y = Y ∗ of the fixed point of (5.22); then the
second equation defines the corresponding value of E0 = Y ∗(1+ B)−∑m−1

s=1 Es(Y ∗)s −
d (Y ∗)m+1 + o(1). After shifting the origin to the fixed point, the map takes the form

X̄ = Y,

Ȳ = −B̂ X + 2Y +
∑m

s=1
ÊsY s + O(Y m+1) + O(|XY | + X2) · o(1)k→+∞,

(5.23)

where the coefficients Ês, s = 1, . . . ,m − 1, are related to E1, . . . , Em−1 by a diffeo-
morphism:

Ê1 = E1 − 2 +
m−1∑

j=2

j E j (Y
∗) j−1 + (m + 1)d (Y ∗)m + o(1)k→+∞,

Ês = Es +
m−1∑

j=s+1

E j C
s
j (Y

∗) j−s + Cs
m+1d (Y ∗)m+1−s + o(1)k→+∞ (s = 2, . . . ,m − 1),

and

Êm = (m + 1)d Y ∗ + o(1)k→+∞, B̂ = B + o(1)k→+∞.

As we see, bounded values of B̂, Ê1, . . . , Êm give us bounded values of B, E0, . . . , Em−1
as well.

We will further fix B̂ = 1 and will take (Ê1, . . . , Êm) small (tending to zero as
k → +∞), so the map will limit, as k → +∞, to

X̄ = Y, Ȳ = −X + 2Y.

The fixed point of this map at (X,Y ) = 0 is parabolic, i.e. it has a double multiplier
(+1). It is well-known [72,73] that the map near such point can be formally embedded
into a flow, i.e. it can be approximated by the time-1 shift of an autonomous flow up
to terms of any given order. Below we finish the proof of the Lemma by showing that
parameters (Ê1, . . . , Êm) can be chosen in such a way that the autonomous flow whose
time-1 shift approximates map (5.23) up to the order m coincides with the conservative
flow (5.10) in certain coordinates. In order to do this, we recall first the normal form
theory for maps with a parabolic fixed point.
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In general, we can always bring the linear part of the map to the Jordan form, i.e. we
can write such map in the form

ū = u + v +
∑

2≤i+ j≤m

αi j u
iv j + o(|u|m + |v|m),

v̄ = v +
∑

2≤i+ j≤m

βi j u
iv j + o(|u|m + |v|m).

(5.24)

By denoting

z = v +
∑

2≤i+ j≤m

αi j u
iv j + o(|u|m + |v|m) ≡ ū − u, (5.25)

the map takes the form

ū = u + z, z̄ = z +
∑

2≤i+ j≤m

φi j u
i z j + o(|u|m + |z|m). (5.26)

Here
φi j = βi j +

∑

i<k≤i+ j

Ci
kαk,i+ j−k + Gi j , (5.27)

where Gi j stand for polynomial functions of the coefficients αi ′ j ′ and βi ′ j ′ with i ′ + j ′ <
i + j ; each monomial in Gi j has degree 2 or higher. Let us make the polynomial coordinate
transformation (u, z) �→ (U, Z), where

U = u +
∑

0≤ j≤n−2

A j u
n− j z j , Z = z +

∑

0≤ j≤n−2

A j (ū
n− j z̄ j − un− j z j ). (5.28)

The map will retain its form (5.26) with the coefficients φi j unchanged for i + j < n,

and φi j,new = φi j +
∑

0≤l≤ j−2(2
j−l − 2)C j−l

n−l Al at i + j = n. It is easy to see that, by
choosing Al appropriately, one can make φi j with j ≥ 2, i = n − j assume any given
values. In particular, we can make φn− j, j = 0 for all 2 ≤ j ≤ n. Then, by making
such transformations consecutively, with n running from 2 to m, one can make all the
coefficients φi j with j ≥ 2 vanish; the new coefficients φi j with j = 0, 1 will not
vanish and will differ from the old ones by nonlinear (i.e. quadratic and higher order)
expressions which depend only on the coefficients φi ′ j ′ with i ′ + j ′ strictly less than i + j ,
i.e. these coefficients are still given by (5.27) with some new Gi j .

Since the number of coordinate transformations we apply is finite, it follows that for
any fixed m one must arrive to a similar conclusion for any map (with a fixed point at
zero) whose linear part is sufficiently close to that of (5.24). Namely, for any sufficiently
small ε1,2, transformation (5.25) accompanied by a finite sequence of polynomial trans-
formations of form (5.28) with certain smoothly dependent on ε coefficients A brings
the map

ū = u + v +
∑

2≤i+ j≤m

αi j u
iv j + o(|u|m + |v|m),

v̄ = (1 + ε1)v + ε2u +
∑

2≤i+ j≤m

βi j u
iv j + o(|u|m + |v|m),

(5.29)
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to the normal form

ū = u + z, z̄ = (1 + ε1)z + ε2u +
m∑

i=2

(φi0ui + φi−1,1ui z) + o(|u|m + |z|m), (5.30)

where

φi0 = βi0 + Gi0 + Hi0, φi1 = βi1 + (i + 1)αi+1,0 + Gi1 + Hi1. (5.31)

Here Gi j is a polynomial of αi ′ j ′ and βi ′ j ′ with i ′ + j ′ < i + j , all monomials of Gi j are of
degree at least 2; the function Hi j is a linear function of αi ′ j ′ and βi ′ j ′ with i ′ + j ′ = i + j ;
the coefficients of Gi j and Hi j depend on ε1,2 as well, and Hi j vanish at ε1 = ε2 = 0.

Now, let us find, given any m, for any sufficiently small ε1,2, a pair of functionsψ0,1(u)
such that after an appropriate choice of the coordinates (u, v), map (5.29) becomes
o(|u|m + |v|m)-close to the time-1 map by a flow of the form

u̇ = v, v̇ = ψ0(u) + vψ1(u). (5.32)

Obviously, the flow has to have an equilibrium at zero and the eigenvalues of the corre-

sponding linearization matrix have to be logarithms of the eigenvalues of

(
1 1
ε2 1 + ε1

)

,

the linearization matrix of (5.29). Thus, we put

ψ0(0) = 0, ψ1(0) = ln(1 + ε1 − ε2),

ψ ′
0(0) = − ln(1 +

ε1

2
+

√

ε2 +
ε2

1

4
) · ln(1 +

ε1

2
−

√

ε2 +
ε2

1

4
).

(5.33)

The time-t map of (5.32) can be found by expanding it in powers of the initial conditions
(u(0), v(0)). We omit this computation. The result is that the time-1 map of (5.32) has
a form which can be brought, by an O(ε1,2)-close to identity linear transformation, to
form (5.29) with

αi j = 1

j + 1

(

ψi+ j,0

[
Ci

i+ j

j + 2
+ O(ε1,2)

]

+ ψi+ j−1,1

[
Ci

i+ j−1

j
+ O(ε1,2)

])

+ α̃i j ,

βi j = ψi+ j,0

[
Ci

i+ j

j + 1
+ O(ε1,2)

]

+ ψi+ j−1,1

[
Ci

i+ j−1

j
+ O(ε1,2)

]

+ β̃i j , (5.34)

where α̃i j and β̃i j are nonlinear functions of the coefficients ψi ′ j ′ with i ′ + j ′ < i + j
(we denoteψ j (u) = ∑

i ψi j ui ). By the definition of the normal form, two maps of form
(5.29) can be made o(|u|m +|v|m)-close by means of a smooth coordinate transformation
if their normal forms (5.30) coincide up to the order m. Thus, we find from formulas
(5.31), (5.33), (5.34) that a map of form (5.29) can indeed, after an appropriate coordinate
transformation, be made o(|u|m + |v|m)-close to the time-1 map by a flow of form (5.32)
with the coefficients defined by

ψi0 = βi0 + ψ̃i0, ψi1 = βi1 + (i + 1)(αi+1,0 − βi+1,0) + ψ̃i1, (5.35)

where ψ̃i j is a polynomial function of αi ′ j ′ and βi ′ j ′ with i ′ + j ′ ≤ i + j ; the monomials
that include αi ′ j ′ or βi ′ j ′ with i ′ + j ′ < i + j are of degree 2 or higher, while the terms
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that include αi ′ j ′ or βi ′ j ′ with i ′ + j ′ = i + j are linear and the corresponding coefficients
are small of order O(ε1,2). Note that it follows from (5.33) that formulas (5.35) remain
also valid at j = 1, if we formally put β10 = ε2, β01 = ε1, α10 = α01 = 0.

Returning to map (5.23), by putting X = u and Y = u + v, we bring the map at
B̂ = 1 to form

ū = u + v, v̄ = v + β0(u) + vβ1(u) + O(‖E‖v2) + o(|u|m + |v|m),
where ‖E‖ stands for the norm of the vector (Ê1, . . . , Êm), and the coefficients of the
polynomials β j = ∑m− j

i=1 βi j ui ( j = 0, 1) satisfy

βi0 = Êi + o(1)k→+∞, βi1 = (i + 1)Êi+1 + o(1)k→+∞.

This is a map of form (5.29). Therefore, by making normal form transformations
described above, we can, at Ê1 = ε sufficiently small, make this map o(|u|m +|v|m)-close
to the time-1 map of the flow (5.32) with

ψi0 = Êi + o(1)k→+∞ + o(‖E‖), ψi1 = o(1)k→+∞ + o(‖E‖);
see (5.35). It follows that at sufficiently large k we can always choose the values of
Ê1, . . . , Êm in such a way that ψ0(u) ≡ sψ1(u), where we take s = 1 if ψ ′

1(0) ≤ 0,
and s = −1 if ψ ′

1(0) > 0.
As we see, for an appropriate choice of the parameters Ei map (5.23) can be made

o(|u|m + |v|m)-close to the time-1 map of the flow

u̇ = v, v̇ = ψ1(u)(s + v),

which takes the desired form (5.10) after the change (u, v) → (su, sv); here Ψ (u) =
−ψ1(su), so the requirement Ψ ′(0) ≥ 0 is ensured by our choice of s. �
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